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REMNANTS OF HISTORY 
It has been said that man is a rational animal. All my life I have been searching for evidence which could support this.
— BERTRAND RUSSELL 
AR E HUMA N BEING S "noble in reason" and "infinite in faculty" as William Shakespeare famously wrote? Perfect, "in God's image," as some biblical scholars have asserted? Hardly.
If mankind were the product of some intelligent, compassionate designer, our thoughts would be rational, our logic impeccable. Our memory would be robust, our recollections reliable. Our sentences would be crisp, our words precise, our languages systematic and regular, not besodden with irregular verbs (sing-sang, ring-rang, yet bring-brought) and other peculiar inconsistencies. As the language maven Richard Lederer has noted, there would be ham in hamburger, egg in eggplant. English speakers would park in parkways and drive on driveways, and not the other way around.
At the same time, we humans are the only species smart enough to systematically plan for the future — yet dumb enough to ditch our most carefully made plans in favor of short-term gratification. ("Did I say I was on a diet? Mmm, but three-layer chocolate mousse is my favorite . . . Maybe I'll start my diet tomorrow?) We happily drive across town to save $25 on a $100 microwave but refuse to drive the same distance to save exactly the same $25 on a $1,000 flat-screen TV. We can barely tell the difference between a valid syllogism, such as All men are mortal, Socrates is a man, therefore Socrates is mortal, and a fallacious counterpart, such as All living things need water, roses need water, therefore roses are living things (which seems fine until you substitute car batteries for roses). If I tell you that "Every sailor loves a girl," you have no idea whether I mean one girl in particular (say, Betty Sue) or whether I'm really saying "to each his own." And don't even get me started on eyewitness testimony, which is based on the absurd premise that we humans can accurately remember the details of a briefly witnessed accident or crime, years after the fact, when the average person is hard pressed to keep a list of a dozen words straight for half an hour.
I don't mean to suggest that the "design" of the human mind is a total train wreck, but if I were a politician, I'm pretty sure the way I'd put it is "mistakes were made." The goal of this book is to explain what mistakes were made — and why.
Where Shakespeare imagined infinite reason, I see something else, what engineers call a "kluge." A kluge is a clumsy or inelegant — yet surprisingly effective — solution to a problem. Consider, for example, what happened in April 1970 when the C0 2 filters on the already endangered lunar module of Apollo 13 began to fail. There was no way to send a replacement filter up to the crew — the space shuttle hadn't been invented yet — and no way to bring the capsule home for several more days. Without a filter, the crew would be doomed. The mission control engineer, Ed Smylie, advised his team of the situation, and said, in effect, "Here's what's available on the space capsule; figure something out." Fortunately, the ground crew was able to meet the challenge, quickly cobbling together a crude filter substitute out of a plastic bag, a cardboard box, some duct tape, and a sock. The lives of the three astronauts were saved. As one of them, Jim Lovell, later recalled, "The contraption wasn't very handsome, but it worked."
Not every kluge saves lives. Engineers sometimes devise them for sport, just to show that something — say, building a computer out of Tinkertoys — can be done, or simply because they're too lazy to do something the right way. Others cobble together kluges out of a mixture of desperation and resourcefulness, like the TV character MacGyver, who, needing to make a quick getaway, jerry-built a pair of shoes from duct tape and rubber mats. Other kluges are created just for laughs, like Wallace and Gromit's "launch and activate" alarm clock/coffeemaker/Murphy bed and Rube Goldberg's "simplified pencil sharpener" (a kite attached to a string lifts a door, which allows moths to escape, culminating in the lifting of a cage, which frees a woodpecker to gnaw the wood that surrounds a pencil's graphite core). MacGyver's shoes and Rube Goldberg's pencil sharpeners are nothing, though, compared to perhaps the most fantastic kluge of them all — the human mind, a quirky yet magnificent product of the entirely blind process of evolution.
The origin, and even the spelling, of the word kluge is up for grabs. Some spell it with a d (kludge), which has the virtue of looking as clumsy as the solutions it denotes, but the disadvantage of suggesting the wrong pronunciation. (Properly pronounced, kluge rhymes with huge, not sludge.)* Some trace the word to the old Scottish word cludgie, which means "an outside toilet." Most believe the origins lie in the German word Kluge, which means "clever." The Hacker's Dictionary of Computer Jargon traces the term back at least to 1935, to a "Kluge [brand] paper feeder," described as "an adjunct to mechanical printing presses."
The Kluge feeder was designed before small, cheap electric motors and control electronics; it relied on a fiendishly complex assortment of cams, belts, and linkages to both power and synchronize all its operations from one motive driveshaft. It was accordingly temperamental, subject to frequent breakdowns, and devilishly difficult to repair — but oh, so clever!
*One could argue that the spelling klooge (rhymes with stooge) would even better capture the pronunciation, but I'm not about to foist a third spelling upon the world. 
Virtually everybody agrees that the term was first popularized in February 1962, in an article titled "How to Design a Kludge," written, tongue in cheek, by a computer pioneer named Jackson Granholm, who defined a kluge as "an ill-assorted collection of poorly matching parts, forming a distressing whole." He went on to note that "the building of a Kludge .. . is not work for amateurs. There is a certain, indefinable, masochistic finesse that must go into true Kludge building. The professional can spot it instantly. The amateur may readily presume that 'that's the way computers are.'"
The engineering world is filled with kluges. Consider, for example, something known as vacuum-powered windshield wipers, common in most cars until the early 1960s. Modern windshield wipers, like most gizmos on cars, are driven by electricity, but back in the olden days, cars ran on 6 volts rather than 12, barely enough power to keep the spark plugs going and certainly not enough to power luxuries like windshield wipers. So some clever engineer rigged up a kluge that powered windshield-wiper motors with suction, drawn from the engine, rather than electricity. The only problem is that the amount of suction created by the engine varies, depending on how hard the engine is working. The harder it works, the less vacuum it produces. Which meant that when you drove your 1958 Buick Riviera up a hill, or accelerated hard, your wipers slowed to a crawl, or even stopped working altogether. On a rainy day in the mountains, Grandpa was out of luck.
What's really amazing — in hindsight — is that most people probably didn't even realize it was possible to do better. And this, I think, is a great metaphor for our everyday acceptance of the idiosyncrasies of the human mind. The mind is inarguably impressive, a lot better than any available alternative. But it's still flawed, often in ways we scarcely recognize. For the most part, we simply accept our faults
— such as our emotional outbursts, our mediocre memories, and our vulnerability to prejudice — as standard equipment. Which is exactly why recognizing a kluge, and how it might be improved upon, sometimes requires thinking outside the box. The best science, like the best engineering, often comes from understanding not just how things are, but how else they could have been.
If engineers build kluges mostly to save money or to save time, why does nature build them? Evolution is neither clever nor penny-pinching. There's no money involved, no foresight, and if it takes a billion years, who's going to complain? Yet a careful look at biology reveals kluge after kluge. The human spine, for example, is a lousy solution to the problem of supporting the load in an upright, two-legged creature. It would have made a lot more sense to distribute our weight across four equal cross-braced columns. Instead, all our weight is borne by a single column, putting enormous stress on the spine. We manage to survive upright (freeing our hands), but the cost for many people is agonizing back pain. We are stuck with this barely adequate solution not because it is the best possible way to support the weight of a biped, but because the spine's structure evolved from that of four-legged creatures, and standing up poorly is (for creatures like us, who use tools) better than not standing up at all.
Meanwhile, the light-sensitive part of our eye (the retina) is installed backward, facing the back of the head rather than the front. As a result, all kinds of stuff gets in its way, including a bunch of wiring that passes through the eye and leaves us with a pair of blind spots, one in each eye.
Another well-known example of an evolutionary kluge comes from a rather intimate detail of male anatomy. The tubing that runs from the testis to the urethra (the vas deferens) is much longer than necessary: it runs back to front, loops around, and does a 180-degree turn back to the penis. A parsimonious designer interested in conserving materials (or in efficiency of delivery) would have connected the testis directly to the penis with just a short length of tubing; only because biology builds on what has come before is the system set up so haphazardly. In the words of one scientist, "The [human] body is a bundle of imperfections, with . . . useless protuberances above the nostrils, rotting teeth with trouble-prone third molars, aching feet... , easily strained backs, and naked tender skin, subject to cuts, bites, and, for many, sunburn. We are poor runners and are only about a third as strong as chimpanzees smaller than ourselves."
To this litany of human-specific imperfections, we might add dozens more that are widely shared across the animal world, such as the byzantine system by which DNA strands are separated prior to DNA replication (a key process in allowing one cell to become two). One molecule of DNA polymerase does its job in a perfectly straightforward fashion, but the other does so in a back-and-forth, herkyjerky way that would drive any rational engineer insane.
Nature is prone to making kluges because it doesn't "care" whether its products are perfect or elegant. If something works, it spreads. If it doesn't work, it dies out. Genes that lead to successful outcomes tend to propagate; genes that produce creatures that can't cut it tend to fade away; all else is metaphor. Adequacy, not beauty, is the name of the game.
Nobody would doubt this when it comes to the body, but somehow, when it comes to the mind, many people draw the line. Sure, my spine is a kluge, maybe my retina too, but my mind?. It's one thing to accept that our body is flawed, quite another to accept that our mind is too.
Indeed, there is a long tradition in thinking otherwise. Aristotle saw man as "the rational animal," and economists going back to John Stuart Mill and Adam Smith have supposed that people make decisions based on their own self-interest, preferring wherever possible to buy low and sell high, maximizing their "utility" wherever they can.
In the past decade, a number of academics have started to argue that humans reason in a "Bayesian"* fashion, which is mathemati
*The term Bayesian comes from a particular mathematical theorem stemming from the work of the Reverend Thomas Bayes (1702-1761), although he himself did not propose it as a model for human reasoning. In rough terms, the theorem states that the probability of some event is proportional to the product of the likelihood of that event and its prior probability. For a clear (though somewhat technical) introduction, point your browser to http://en.wikipedia.org/wiki/Bayesian_statistics. 
cally optimal. One prestigious journal recently devoted an entire issue to this possibility, with a trio of prominent cognitive scientists from MIT, UCLA, and University College London arguing that "it seems increasingly plausible that human cognition may be explicable in rational probabilistic terms .. . in core domains, human cognition approaches an optimal level of performance."
The notion of optimality is also a recurrent theme in the increasingly popular field of evolutionary psychology. For example, John Tooby and Leda Cosmides, the cofounders of the field, have written that "because natural selection is a hill-climbing process that tends to choose the best of the variant designs that actually appear, and because of the immense numbers of alternatives that appear over the vast expanse of evolutionary time, natural selection tends to cause the accumulation of superlatively well engineered functional designs."
In the same vein, Steven Pinker has argued that "the parts of the mind that allow us to see are indeed well engineered, and there is no reason to think that the quality of engineering progressively deteriorates as the information flows upstream to the faculties that interpret and act on what we see."
This book will present a rather different view. Although no reasonable scholar would doubt the fact that natural selection can produce superlatively well engineered functional designs, it is also clear that superlative engineering is by no means guaranteed. What I will argue, in contrast to most economists, Bayesians, and evolutionary psychologists, is that the human mind is no less of a kluge than the body. And if that's true, our very understanding of ourselves — of human nature — must be reconsidered.
In the extensive literature on evolutionary psychology, I know of only a few aspects of the human mind that have been attributed to genuine quirks. Although most evolutionary psychologists recognize the possibility of suboptimal evolution in principle, in practice, when human errors are discussed, it's almost always to explain why something apparently nonadaptive actually turns out to be well engineered.
Take, for example, infanticide. Nobody would argue that infanticide is morally justifiable, but why does it happen at all? From the perspective of evolution, infanticide is not just immoral, but puzzling. If we exist essentially as gene-propagating vessels (as Richard Dawkins has argued), why would any parent murder his or her own child? Martin Daly and Margo Wilson have argued that from the gene's-eye view, infanticide makes sense only in a very limited set of circumstances: when the parent is not actually related by blood to the child (stepparents, for example), when a male parent is in doubt about paternity, or when a mother is not currently in a position to take good care of the child, yet has prospects for taking better care of some future child (say, because the current infant was born hopelessly unhealthy). As Daly and Wilson have shown, patterns of murder and child abuse fit well with these hypotheses.
Or consider the somewhat unsurprising fact that men (but not women) systematically tend to overinterpret the sexual intentions of potential mates.* Is this simply a matter of wishful thinking? Not at all, argue the evolutionary psychologists Martie Haselton and David Buss. Instead, it's a highly efficient strategy shaped by natural selection, a cognitive error reinforced by nature. Strategies that lead to greater reproductive success spread (by definition) widely throughout the population, and ancestral males who tended to read too much into the signals given by possible partners would have more opportunities to reproduce than would their more cautious counterparts, who likely failed to identify bona fide opportunities. From the gene's-eye view, it was well worth it for our male ancestors to take the risk of overinterpretation because gaining an extra reproductive opportunity far outweighs the downside, such as damage to self-esteem or reputation, of perceiving opportunity where there is none. What looks like a bug, a systematic bias in interpreting the motives of other human beings, might in this case actually be a positive feature.
When reading clever, carefully argued examples like this one, it's
*Except, tellingly, those of their sisters. 
easy to get caught up in the excitement, to think that behind every human quirk or malfunction is a truly adaptive strategy. Underpinning such examples is a bold premise: that optimization is the inevitable outcome of evolution. But optimization is not an inevitable outcome of evolution, just a possible one. Some apparent bugs may turn out to be advantages, but — as the spine and inverted retina attest — some bugs may be genuinely suboptimal and remain in place because evolution just didn't find a better way.
Natural selection, the key mechanism of evolution, is only as good as the random mutations that arise. If a given mutation is beneficial, it may propagate, but the most beneficial mutations imaginable sometimes, alas, never appear. As an old saying puts it, "Chance proposes and nature disposes"; a mutation that does not arise cannot be selected for. If the right set of genes falls into place, natural selection will likely promote the spread of those genes, but if they don't happen to occur, all evolution can do is select the next best thing that's available.
To think about this, it helps to start with the idea of evolution as mountain climbing. Richard Dawkins, for example, has noted that there is little chance that evolution would assemble any complex creature or organ (say, the eye) overnight — too many lucky chance mutations would need to occur simultaneously. But it is possible to achieve perfection incrementally. In the vivid words of Dawkins,
you don't need to be a mathematician or physicist to calculate that an eye or a hemoglobin molecule would take from here to infinity to self-assemble by sheer higgledy-piggledy luck. Far from being a difficulty peculiar to Darwinism, the astronomic improbability of eyes and knees, enzymes and elbow joints and the other living wonders is precisely the problem that any theory of life must solve, and that Darwinism uniquely does solve. It solves it by breaking the improbability up into small, manageable parts, smearing out the luck needed, going round the back of Mount Improbable and crawling up the gentle slopes, inch by
million-year inch.
And, to be sure, examples of sublime evolution abound. The human retina, for example, can detect a single photon in a darkened room, and the human cochlea (the hair cell containing the part of the inner ear that vibrates in response to sound waves) can, in an otherwise silent room, detect vibrations measuring less than the diameter of a hydrogen atom. Our visual systems continue, despite remarkable advances in computer power, to far outstrip the visual capacities of any machine. Spider silk is stronger than steel and more elastic than rubber. All else being equal, species (and the organs they depend upon) tend, over time, to become better and better suited to their environment — sometimes even reaching theoretical limits, as in the aforementioned sensitivity of the eye. Hemoglobin (the key ingredient in red blood cells) is exquisitely adapted to the task of transporting oxygen, tuned by slight variations in different species such that it can load and unload its oxygen cargo in a way optimally suited to the prevailing air pressure — one method for creatures that dwell at sea level, another for a species like the bar-headed goose, an inhabitant of the upper reaches of the Himalayas. From the biochemistry of hemoglobin to the intricate focusing systems of the eye, there are thousands of ways in which biology comes startlingly close to perfection.
But perfection is clearly not always the way; the possibility of imperfection too becomes apparent when we realize that what evolution traverses is not just a mountain, but a mountain range. What is omitted from the usual metaphor is the fact that it is perfectly possible for evolution to get stuck on a peak that is short of the highest conceivable summit, what is known as a "local maximum." As Dawkins and many others have noted, evolution tends to take small steps.* If
^Emphasis on "tends to." Strictly speaking, the steps taken by evolution may be of any size, but dramatic mutations rarely survive, whereas small modifications often keep enough core systems in place to have a fighting chance. As a statistical matter, small changes thus appear to have a disproportionately large influence on evolution. 
no immediate change leads to an improvement, an organism is likely to stay where it is on the mountain range, even if some distant peak might be better. The kluges I've talked about already — the spine, the inverted retina, and so forth — are examples of just that, of evolution getting stuck on tallish mountains that fall short of the absolute zenith.
In the final analysis, evolution isn't about perfection. It's about what the late Nobel laureate Herb Simon called "satisficing," obtaining an outcome that is good enough. That outcome might be beautiful and elegant, or it might be a kluge. Over time, evolution can lead to both: aspects of biology that are exquisite and aspects of biology that are at best rough-and-ready.
Indeed, sometimes elegance and kluginess coexist, side by side. Highly efficient neurons, for example, are connected to their neighbors by puzzlingly inefficient synaptic gaps, which transform efficient electrical activity into less efficient diffusing chemicals, and these in turn waste heat and lose information. Likewise, the vertebrate eye is, in many respects, tremendously elegant, with its subtle mechanisms for focusing light, adjusting to varied amounts of lighting, and so forth. Though it operates with more sophistication than most digital cameras, it's still hobbled by the backward retina and its attendant blind spot. On the highest peak of evolution, our eyes would work much as they do now, but the retina would face forward (as it does in the octopus), eliminating those blind spots. The human eye is about as good as it could be, given the backward retina, but it could be better — a perfect illustration of how nature occasionally winds up notably short of the highest possible summit.
There are a number of reasons why, at any particular moment, a given creature might have a design that is less than optimal, including random chance (sheer bad luck), rapid environmental change (for example, if there's a major meteor hit, an ice age, or another cataclysmic event, it takes time for evolution to catch up), or the influence that will animate much of this book: history, as encapsulated in our genome. History has a potent — and sometimes detrimental — effect because what can evolve at any given point is heavily constrained by what has evolved before. Just as contemporary political conflicts can in part be traced to the treaties following the world wars, current biology can be traced to the history of earlier creatures. As Darwin put it, all life is the product of "descent with modification"; existing forms are simply altered versions of earlier ones. The human spine, for example, arose not because it was the best possible solution imaginable, but because it was built upon something (the quadruped spine) that already existed.
This gives rise to a notion that I call "evolutionary inertia," borrowing from Newton's law of inertia (an object at rest tends to stay at rest, and an object in motion tends to stay in motion). Evolution tends to work with what is already in place, making modifications rather than starting from scratch.
Evolutionary inertia occurs because new genes must work in concert with old genes and because evolution is driven by the immediate. Gene-bearing creatures either live and reproduce or they don't. Natural selection therefore tends to favor genes that have immediate advantages, discarding other options that might function better in the long term. Thus the process operates a bit like a product manager who needs his product to ship now, even if today's cut corners might lead to problems later.
The net result is, as Nobel laureate Franחois Jacob famously put it, that evolution is like a tinkerer "who . . . often without knowing what he is going to produce . . . uses whatever he finds around him, old cardboards, pieces of strings, fragments of wood or metal, to make some kind of workable object... [the result is] a patchwork of odd sets pieced together when and where opportunity arose." If necessity is the mother of invention, tinkering is the geeky grandfather of kluge.
In short, evolution often proceeds by piling new systems on top of old ones. The neuroscientist John Allman has captured this idea nicely with an analogy to a power plant he once visited, where at least three layers of technology were in simultaneous use, stacked on top of one another. The recent computer technology operated not directly, but rather by controlling vacuum tubes (perhaps from the 1940s), which in turn controlled still older pneumatic mechanisms that relied on pressurized gases. If the power plant's engineers could afford the luxury of taking the whole system offline, they would no doubt prefer to start over, getting rid of the older systems altogether. But the continuous need for power precludes such an ambitious redesign.
In the same way, living creatures' continuous need to survive and reproduce often precludes evolution from building genuinely optimal systems; evolution can no more take its products offline than the human engineers could, and the consequences are often equally clumsy, with new technologies piled on top of old. The human midbrain, for example, exists literally on top of the ancient hindbrain, and the forebrain is built top of both. The hindbrain, the oldest of the three (dating from at least half a billion years ago), controls respiration, balance, alertness, and other functions that are as critical to a dinosaur as to a human. The midbrain, layered on soon afterward, coordinates visual and auditory reflexes and controls functions such as eye movements. The forebrain, the final division to come online, governs things such as language and decision making, but in ways that often depend on older systems. As any neuroscience textbook will tell you, language relies heavily on Broca's area, a walnut-sized region of the left forebrain, but it too relies on older systems, such as the cerebellum, and ancestral memory systems that are not particularly well suited to the job. Over the course of evolution our brain has become a bit like a palimpsest, an ancient manuscript with layers of text written over it many times, old bits still hiding behind new.
Allman referred to this awkward process, by which new systems are built on top of old ones rather than begun from scratch, as the "progressive overlay of technologies." The end product tends to be a kluge.
Of course, explaining why evolution can produce kluge-like solutions in general is not the same thing as showing that the human mind in particular is a kluge. But there are two powerful reasons for thinking that it might be: our relatively recent evolution and the nature of our genome.
Consider, first, the short span of human existence and what it might mean. Bacteria have lived on the planet for three billion years, mammals for three hundred million. Humans, in contrast, have been around for, at most, only a few hundred thousand. Language, complex culture, and the capacity for deliberate thought may have emerged only in the past fifty thousand years. By the standards of evolution, that's not a lot of time for debugging, and a long time for the accumulation of prior evolutionary inertia.
Meanwhile, even though your average human makes its living in ways that are pretty different from those of the average monkey, the human genome and primate genomes scarcely differ. Measured nucleotide by nucleotide, the human genome is 98.5 percent identical to that of the chimpanzee. This suggests that the vast majority of our genetic material evolved in the context of creatures who didn't have language, didn't have culture, and didn't reason deliberately. This means that the characteristics we hold most dear, the features that most distinctly define us as human beings — language, culture, explicit thought — must have been built on a genetic bedrock originally adapted for very different purposes. 
Over the course of this book, we'll travel through some of the most important areas of human mental life: memory, belief, choice, language, and pleasure. And in every case, I will show you that kluges abound.
Humans can be brilliant, but they can be stupid too; they can join cults, get addicted to life-ruining drugs, and fall for the claptrap on late-night talk radio. Every one of us is susceptible — not just Joe Sixpack, but doctors, lawyers, and world leaders too, as books like Jerome Groopman's How Doctors Think and Barbara Tuchman's The March of Folly well attest. Mainstream evolutionary psychology tells us much about how natural selection has led to good solutions, but rather less about why the human mind is so consistently vulnerable to error.
In the pages to come I'll consider why our memory so often fails us, and why we often believe things that aren't true but disbelieve things that are. I'll consider how it is that half of all Americans can believe in ghosts and how almost four million can sincerely believe that they've been abducted by space aliens. I'll look at how we spend (and often waste) our money, why the phenomenon of throwing good money after bad is so widespread, and why we inevitably find meat that is 80 percent lean much more appealing than meat that is 20 percent fat. I'll examine the origins of languages and explain why they are replete with irregularity, inconsistency, and ambiguity — and, for that matter, why a sentence like People people left left ties us in knots even though it's only four words long. I'll also look at what makes us happy, and why. It's often been said that pleasure exists to guide the species, but why, for example, do we spend so many hours watching television when it does our genes so little good? And why is mental illness so widespread, affecting, at one time or another, almost half the population? And why on earth cant money buy happiness?
Kluge, kluge, kluge. In every case, I'll show that we can best understand our limitations by considering the role of evolutionary inertia in shaping the human mind.
This is not to say that every cognitive quirk is without redeeming value. Optimists often find some solace in even the worst of our mental limitations; if our memory is bad, it is only to protect us from emotional pain; if our language is ambiguous, it is only to enable us to say no without explicitly saying "no."
Well, sort of; there's a difference between being able to exploit ambiguity (say, for purposes of poetry or politeness) and being stuck with it. When our sentences can be misunderstood even when we want them to be clear — or when our memory fails us even when someone's life is at stake (for example, when an eyewitness gives testimony at a criminal trial) — real human cognitive imperfections cry out to be addressed.
I don't mean to chuck the baby along with its bath — or even to suggest that kluges outnumber more beneficial adaptations. The biologist Leslie Orgel once wrote that "Mother Nature is smarter than you are," and most of the time it is. No single individual could ever match what nature has done, and most of nature's designs are sensible, even if they aren't perfect. But it's easy to get carried away with this line of argument. When the philosopher Dan Dennett tells us that "time and again, biologists baffled by some apparently futile or maladroit bit of bad design in nature have eventually come to see that they have underestimated the ingenuity, the sheer brilliance, the depth of insight to be discovered in Mother Nature's creations," he's cheerleading. In an era in which machines can beat humans in intellectual endeavors ranging from chess to statistical analysis, it is possible to contemplate other ways in which physical systems might solve cognitive problems, and nature doesn't always come out on top. Instead of assuming that nature is always ingenious, it pays to take each aspect of the mind on its own, to sort the truly sublime from the cases in which nature really could have done better.
Whether kluges outnumber perfections or perfections outnumber kluges, kluges tell us two things that perfections can't. First, they can give special insight into our evolutionary history; when we see perfection, we often can't tell which of many converging factors might have yielded an ideal solution; often it is only by seeing where things went wrong that we can tell how things were built in the first place. Perfection, at least in principle, could be the product of an omniscient, omnipotent designer; imperfections not only challenge that idea but also offer specific forensic clues, a unique opportunity to reconstruct the past and to better understand human nature. As the late Stephen Jay Gould noted, imperfections, "remnants of the past that don't make sense in present terms — the useless, the odd, the peculiar, the incongruous — are the signs of history."
And second, kluges can give us clues into how we can improve ourselves. Whether we are 80 percent perfect or 20 percent perfect (numbers that are really meaningless, since it all depends on how you count), humans do show room for improvement, and kluges can help lead the way. By taking an honest look in the mirror, in recognizing our limitations as well as our strengths, we have a chance to make the most of the noble but imperfect minds we did evolve.
2
MEMORY 
Your memory is a monster; you forget — it doesn't. It simply files things away. It keeps things for you, or hides things from you — and summons them to your recall with a will of its own. You think you have a memory; but it has you!
— JOHN IRVINC 
MEMORY IS, I BELIEVE, the mother of all kluges, the single factor most responsible for human cognitive idiosyncrasy.
Our memory is both spectacular and a constant source of disappointment: we can recognize photos from our high school yearbooks decades later — yet find it impossible to remember what we had for breakfast yesterday. Our memory is also prone to distortion, conflation, and simple failure. We can know a word but not be able to remember it when we need it (think of a word that starts with a, meaning "a counting machine with beads"),* or we can learn something valuable (say, how to remove tomato sauce stains) and promptly forget it. The average high school student spends four years memorizing dates, names, and places, drill after drill, and yet a significant number of teenagers can't even identify the century in which World War I took place.
I'm one to talk. In my life, I have lost my house keys, my glasses, my cell phone, and even a passport. I've forgotten where I parked, left the house without remembering my keys, and on a particularly sad day, left a leather jacket (containing a second cell phone) on a park bench. My mother once spent an hour looking for her car in the ga
*The word you're trying to remember is abacus. 
rage at an unfamiliar airport. A recent Newsweek article claims that people typically spend 55 minutes a day "looking for things they know they own but can't find."
Memory can fail people even when their lives are at stake. Skydivers have been known to forget to pull the ripcord to open their parachute (accounting, by one estimate, for approximately 6 percent of skydiving deaths), scuba divers have forgotten to check their oxygen level, and more than a few parents have inadvertently left their babies in locked cars. Pilots have long known that there's only one way to fly: with a checklist, relying on a clipboard to do what human memory can't, which is to keep straight the things that we have do over and over again. (Are the flaps down? Did I check the fuel gauge? Or was that last time?) Without a checklist, it's easy to forget not just the answers but also the questions.
Why, if evolution is usually so good at making things work well, is our memory so hit-or-miss?
The question becomes especially pointed when we compare the fragility of our memory with the robustness of the memory in the average computer. Whereas my Mac can store (and retrieve) my complete address book, the locations of all the countries in Africa, the complete text of every email message I ever sent, and all the photographs I've taken since late 1999 (when I got my first digital camera), not to mention the first 3,000 digits of pi, all in perfect detail, I still struggle with the countries in Africa and can scarcely even remember whom I last emailed, let alone exactly what I said. And I never got past the first ten digits of pi (3.1415926535) — even though I was just the sort of nerd who'd try to memorize more.*
Human memory for photographic detail is no better; we can
*Which is not to say that no human being could do better. A number of people, far more dedicated to the cause than I ever was, have managed to learn thousands, even tens of thousands, of digits. But it takes years. I'd rather go hiking. Still, if you are into that sort of thing, refer to http://www.ludism.org/mentat/PiMemorisation for some basic tips. 
recognize the main elements of a photo we've seen before, but studies show that people often don't notice small or even fairly large changes in the background.* And I for one could never ever recall the details of a photograph, no matter how long I sat and stared at it beforehand. I can still remember the handful of phone numbers I memorized as a child, when I had loads of free time, but it took me almost a year to learn my wife's cell phone number by heart.
Worse, once we do manage to encode a memory, it's often difficult to revise it. Take, for instance, the trouble I have with the name of my dear colleague Rachel. Five years after she got divorced and reverted to her maiden name (Rachel K.), I still sometimes stumble and refer to her by her former married name (Rachel C.) because the earlier habit is so strong. Whereas computer memory is precise, human memory is in many ways a recalcitrant mess.
Computer memory works well because programmers organize information into what amounts to a giant map: each item is assigned a specific location, or "address," in the computer's databanks. With this system, which I will call "postal-code memory," when a computer is prompted to retrieve a particular memory, it simply goes to the relevant address. (A 64-megabyte memory card holds roughly 64 million such addresses, each containing a single "word" made up of a set of eight binary digits.)
Postal-code memory is as powerful as it is simple; used properly, it allows computers to store virtually any information with near-perfect reliability; it also allows a programmer to readily change any memory; no referring to Rachel K. as Rachel C. once she's changed her name. It's no exaggeration to say that postal-code memory is a key component of virtually every modern computer.
But not, alas, in humans. Having postal-code memory would
*Google for "change blindness" if you've never seen a demonstration; if you haven't seen Derren Brown's "person swap" video on YouTube (www.youtube.com/watch?v= CFaY3YcMgiT), you're missing something special. 
have been terrifically useful for us, but evolution never discovered the right part of the mountain range. We humans rarely — if ever — know precisely where a piece of information is stored (beyond the extremely vague "somewhere inside the brain"), and our memory evolved according to an entirely different logic.
In lieu of postal-code memory we wound up with what I'll call "contextual memory": we pull things out of our memory by using context, or clues, that hints at what we are looking for. It's as if we say to ourselves, every time we need a particular fact, "Urn, hello, brain, sorry to bother you, but I need a memory that's about the War of 1812. Got anything for me?" Often, our brain obliges, quickly and accurately yielding precisely the information we want. For instance, if I ask you to name the director who made the movies E.T. and Schindler's List, you might well come up with the answer within milliseconds — even though you may not have the foggiest idea where in your brain that information was stored.* In general, we pull what we need from memory by using various clues, and when things go well, the detail we need just "pops" into our mind. In this respect, accessing a memory is a bit like breathing — most of it comes naturally.
And what comes to mind most naturally often depends on context. We're more likely to remember what we know about gardening when we are in the garden, more likely to remember what we know about cooking when we are in the kitchen. Context, sometimes for better and sometimes for worse, is one of the most powerful cues affecting our memory.
Contextual memory has a very long evolutionary history; it's found not just in humans, but also in apes and monkeys, rats and mice, and even spiders and snails. Scientists picked up the first hints of the power of contextual cues almost a hundred years ago, in 1917, when Harvey Carr, a student of the famous behaviorist psychologist John Watson, was running a fairly routine study that involved training rats to run in a maze. Along the way, Carr discovered that the rats
*f m speaking, of course, of Steven Spielberg. 
were quite sensitive to factors that had nothing to do with the maze itself. A rat that was trained in a room with electric light, for example, would run the maze better when tested in a room with electric light rather than natural light. The context in which the rat was tested — that is, the environment to which it had grown accustomed — affected its memory of how to run in the maze, even though lighting was not germane to the task. It has since become clear that just about every biological creature uses context, relevant or not, as a major guiding force in accessing memory.
Contextual memory may have evolved as a hack, a crude way of compensating for the fact that nature couldn't work out a proper postal-code system for accessing stored information, but there are still some obvious virtues in the system we do have. For one thing, instead of treating all memories equally, as a computer might do, context-dependent memory prioritizes, bringing most quickly to mind things that are common, things that we've needed recently, and things that have previously been relevant in situations that are similar to our current circumstances — exactly the sort of information that we tend to need the most. For another thing, context-dependent memories can be searched rapidly in parallel, and as such may represent a good way of compensating for the fact that neurons are millions of times slower than the memory chips used by digital computers. What's more, we (unlike computers) don't have to keep track of the details of our own internal hardware; most of the time, finding what we need in our memory becomes a matter of asking ourself the right question, not identifying a particular set of brain cells.*
Nobody knows for sure how this works, but my best guess is that each of our brain's memories acts autonomously, on its own, in re
*The trick — the same goes for using search engines — is to employ as many distinctive cues as possible, thereby eliciting fewer and fewer extraneous memories. The more specific your cues are ("where I left my car last night when the street was full" rather than "where I left my car"), the greater the chance that you'll zero in on the fact you need. 
sponse to whatever queries it might match, thereby eliminating the need for a central agent to keep a map of memory storage locations. Of course, when you rely on matches rather than specific locations that are known in advance, there's no guarantee that the right memory will respond; the fewer the cues you provide, the more "hits" your memory will serve up, and as a consequence the memory that you actually want may get buried among those that you don't want.


Contextual memory has its price, and that price is reliability. Because human memory is so thoroughly driven by cues, rather than location in the brain, we can easily get confused. The reason I can't remember what I had for breakfast yesterday is that yesterday's breakfast is too easily confused with that of the day before, and the day before that. Was it yogurt Tuesday, waffles Wednesday, or the other way around? There are too many Tuesdays, too many Wednesdays, and too many near-identical waffles for a cue-driven system to keep straight. (Ditto for any pilot foolish enough to rely on memory instead of a checklist — one takeoff would blur together with the next. Sooner or later the landing gear would be forgotten.)
Whenever context changes, there's a chance of a problem. I, for example, recently found myself at a party where I was awestruck by the sudden appearance of the luminescent and brilliantly talented actress who played the role of Claire Fisher in the television show Six Feet Under. I thought it would be fun to introduce myself. Ordinarily, I probably would have had little trouble remembering her name — I'd seen it in the credits dozens of times, but at that moment I drew a total blank. By the time I got a friend to remind me of her name, the actress was already leaving; I had missed my chance. In hindsight, it's perfectly clear why I couldn't remember her name: the context was all wrong. I was used to seeing the person in question on TV, in character, in a fictional show set in Los Angeles, not in real life, in New York, in the company of the mutual acquaintances who had brought me to the party. In the memory of a human being, context is all, and sometimes, as in this instance, context works against us.
Context exerts its powerful effect — sometimes helping us, sometimes not — in part by "priming" the pump of our memory; when I hear the word doctor, it becomes easier to recognize the word nurse. Had someone said "Lauren" (the first name of the actor in question), I probably could have instantly come up with her last name (Ambrose), but without the right cue, I could only draw a blank.
The thing about context is that it is always with us — even when it's not really relevant to what we are trying to remember. Carr's experiment with rats, for instance, has a parallel with humans in a remarkable experiment with scuba divers. The divers were asked to memorize a list of words while underwater. Like the rats that needed electric light to perform well, the scuba divers were better at remembering the words they studied underwater when they were tested underwater (relative to being tested on land) — a fact that strikes this landlubber as truly amazing. Just about every time we remember anything, context looms in the background.*
This is not always a good thing. As Merlin Mann of the blog "43 folders" put it, the time when we tend to notice that we need toilet paper tends not to be the moment when we are in a position to buy it. Relying on context works fine if the circumstance in which we need some bit of information matches the circumstance in which we first stored it — but it becomes problematic when there is a mismatch between the original circumstance in which we've learned something and the context in which we later need to remember it.
Another consequence of contextual memory is the fact that nearly every bit of information that we hear (or see, touch, taste, or smell), like it or not, triggers some further set of memories — often in ways that float beneath our awareness. The novelist Marcel Proust, who coined the term "involuntary memory," got part of the idea — the
* Similarly, if you study while stoned, you might as well take the test while stoned. Or so I have been told. 
reminiscences in Proust's famous (and lengthy) novel Remembrance of Things Past were all triggered by a single, consciously recognized combination of taste and smell.
But the reality of automatic, unconscious memory exceeds even that which Proust imagined; emotionally significant smells are only the tip of an astonishing iceberg. Take, for example, an ingenious study run by a former colleague of mine, John Bargh, when he was at New York University. His subjects, all undergraduates, were asked to unscramble a series of sentences. Quietly embedded within the scrambled lists were words related to a common theme, such as old, wise, forgetful, and Florida, designed to elicit the concept of the elderly. The subjects did as they were told, diligently making their way through the task. The real experiment, however, didn't begin until afterward, when Bargh surreptitiously videotaped subjects as they departed after the test, walking to an elevator down the hall. Remarkably, the words people read affected their walking speed. The subjects all presumably had places to go and people to see, but those who unscrambled words like retired and Florida ambled more slowly than those who hadn't.
Another lab studied people as they played a trivia game. Those briefly primed by terms like professor or intelligent outperformed those prepped with less lofty expressions, such as soccer hooligans and stupid. All the trash-talking that basketball players do might be more effective than we imagine.
At first, these studies may seem like mere fun and games — stupid pet tricks for humans — but the real-life consequences of priming can be serious. For example, priming can lead minority groups to do worse when cultural stereotypes are made especially salient, and, other things being equal, negative racial stereotypes tend to be primed automatically even in well-intentioned people who report feeling "exactly the same" about whites and blacks. Likewise, priming may reinforce depression, because being in a bad mood primes a person to think about negative things, and this in turn furthers depression. The context-driven nature of memory may also play a role in leading depressed people to seek out depressive activities, such as drinking or listening to songs of lost love, which presumably deepens the gloom as well. So much for intelligent design.
Anchoring our memories in terms of context and cues, rather than specific pre-identified locations, leads to another problem: our memories often blur together. In the first instance, this means that something I learn now can easily interfere with something I knew before: today's strawberry yogurt can obscure yesterday's raspberry. Conversely, something I already know, or once knew, can interfere with something new, as in my trouble with acclimating to Rachel K.'s change in surname.
Ultimately, interference can lead to something even worse: false memories. Some of the first direct scientific evidence to establish the human vulnerability to false memories came from a now classic cognitive-psychology study in which people were asked to memorize a series of random dot patterns like these:
Later, the experimenters showed various dot patterns to the same subjects and asked whether they had seen certain ones before. People were often tricked by this next one, claiming they had seen it when in fact it is a new pattern, a sort of composite of the ones viewed previously.
We now know that these sorts of "false alarms" are common. Try, for example, to memorize the following list of words: bed, rest, awake, tired, dream, wake, snooze, blanket, doze, slumber, snore, nap, peace, yawn, drowsy, nurse, sick, lawyer, medicine, health, hospital, dentist, physician, ill, patient, office, stethoscope, surgeon, clinic, cure. 
If you're like most people, you'll surely remember the categories of words I've just asked you to memorize, but you'll probably find yourself fuzzy on the details. Do you recall the word dream or sleep (or both, or neither?), snooze or tired (or both, or neither)? How about doctor or dentist7. Experimental data show that most people are easily flummoxed, frequently falling for words they didn't see (such as doctor). The same thing appears to happen even with so-called flashbulb memories, which capture events of considerable importance, like 9/11 or the fall of the Berlin Wall. As time passes, it becomes harder and harder to keep particular memories straight, even though we continue to believe, sometimes with great confidence, that they are accurate. Sadly, confidence is no measure of accuracy.
For most species, most of the time, remembering gist rather than detail is enough. If you are a beaver, you need to know how to build dams, but you don't need to remember where each individual branch is. For most of evolution, the costs and benefits of context-dependent memory worked out fine: fast for gist, poor for detail; so be it.
If you are human, though, things are often different; societies and circumstances sometimes require of us a precision that wasn't demanded of our ancestors. In the courtroom, for example, it's not enough to know that some guy committed a crime; we need to know which guy did — which is often more than the average human can remember. Yet, until recently, with the rise of DNA evidence, eyewitness testimony has often been treated as the final arbiter; when an honest-looking witness appears confident, juries usually assume that this person speaks the truth.
Such trust is almost certainly misplaced — not because honest people lie, but because even the most honorable witness is just human— saddled with contextually driven memory. Oodles of evidence for this comes from the lab of the psychologist Elizabeth Loftus. In a typical study, Loftus shows her subjects a film of a car accident and asks them afterward what happened. Distortion and interference rule the day. For example, in one experiment, Loftus showed people slides of a car running a stop sign. Subjects who later heard mention of a yield sign would often blend what they saw with what they heard and misremember the car as driving past a yield sign rather than a stop sign.
In another experiment, Loftus asked several different groups of subjects (all of whom had seen a film of another car accident) slightly different questions, such as How fast were the cars going when they hit each other? or How fast were the cars going when they smashed into each other? All that varied from one version to the next was the final verb (hit, smashed, contacted, and so forth). Yet this slight difference in wording was enough to affect people's memory: subjects who heard verbs like smashed estimated the crash as occurring at 40.8
miles per hour, a significantly greater speed than that reported by those who heard verbs with milder connotations, like hit (34.0) and contacted (31.8). The word smashed cues different memories than hit, subtly influencing people's estimates.
Both studies confirm what most lawyers already know: questions can "lead witnesses." This research also makes clear just how unreliable memory can be. As far as we can tell, this pattern holds just as strongly outside the lab. One recent real-world study, admittedly small, concerned people who had been wrongly imprisoned (and were subsequently cleared on the basis of DNA tests). Over 90 percent of their convictions had hinged on faulty eyewitness testimony.
When we consider the evolutionary origins of memory, we can start to understand this problem. Eyewitness testimony is unreliable because our memories are stored in bits and pieces; without a proper system for locating or keeping them together, context affects how well we retrieve them. Expecting human memory to have the fidelity of a video recorder (as juries often do) is patently unrealistic. Memories related to accidents and crimes are, like all memories, vulnerable to distortion.
A memorable line from George Orwell's novel 1984 states that "Oceania had always been at war with Eurasia" — the irony being, of course, that until recently (in the time frame of the book) Oceania had not in fact been at war with Eurasia. ("As Winston well knew, it was only four years since Oceania had been at war with Eastasia and in alliance with Eurasia.") The dictators of 1984 manipulate the masses by revising history. This idea is, of course, essential to the book, but when I read it as a smug teenager, I found the whole thing implausible: wouldn't people remember that the battle lines only recently had been redrawn? Who was fooling whom?
Now I realize that Orwell's conceit wasn't so far-fetched. All memories — even those concerning our own history — are constantly being revised. Every time we access a memory, it becomes "labile," subject to change, and this seems to be true even for memories that seem especially important and firmly established, such as those of political events or our own experiences.
A good, scientifically well documented illustration of how vulnerable autobiographical memory can be took place in 1992, courtesy of the ever-mercurial Ross Perot, an iconoclastic billionaire from Texas who ran for president as an independent candidate. Perot initially attracted a strong following, but suddenly, under fire, he withdrew from the race. At that point an enterprising psychologist named Linda Levine asked Perot followers how they felt about his withdrawal from the campaign. When Perot subsequently reentered the race, Levine had an unanticipated chance to collect follow-up data. Soon after election day, Levine asked people whom they voted for in the end, and how they felt about Perot earlier in the campaign, at the point when he had dropped out. Levine found that people's memory of their own feelings shifted. Those who returned to Perot when Perot reentered the race tended to whitewash their negative memories of his withdrawal, forgetting how betrayed they had felt, while people who moved on from Perot and ultimately voted for another candidate whitewashed their positive memories of him, as if they had never intended to vote for him in the first place. Orwell would have been proud.*
Distortion and interference are just the tip of the iceberg. Any number of things would be a whole lot easier if evolution had simply vested us with postal-code memory. Take, for example, the seemingly trivial task of remembering where you last put your house keys. Nine
^Several other studies have pointed to the same conclusion — we all tend to be historical revisionists, with a surprisingly dodgy memory of our own prior attitudes. My own personal favorite is an article called "From Chump to Champ" — it describes the one instance in which we all are happy to endure ostensibly negative memories about our own past: when it helps paint us, Rocky-style, as triumphing over adversity. 
times out of ten you may get it right, but if you should leave your keys in an atypical spot, all bets are off. An engineer would simply assign a particular memory location (known as a "buffer") to the geographical coordinates of your keys, update the value whenever you moved them, and voilא: you would never need to search the pockets of the pants you wore yesterday or find yourself locked out of your own home.
Alas, precisely because we can't access memories by exact location, we can't straightforwardly update specific memories, and we can't readily "erase" information about where we put our keys in the past. When we place them somewhere other than their usual spot, recency (their most recent location) and frequency (where they're usually placed) come into conflict, and we may well forget where the keys are. The same problem crops up when we try to remember where we last put our car, our wallet, our phone; it's simply part of human life. Lacking proper buffers, our memory banks are a bit like a shoebox full of disorganized photographs: recent photos tend on average to be closer to the top, but this is not guaranteed. This shoebox-like system is fine when we want to remember some general concept (say, reliable locations for obtaining food) — in which case, remembering any experience, be it from yesterday or a year ago, might do. But it's a lousy system for remembering particular, precise bits of information.
The same sort of conflict between recency and frequency explains the near-universal human experience of leaving work with the intention of buying groceries, only to wind up at home, having completely forgotten to stop at the grocery store. The behavior that is common practice (driving home) trumps the recent goal (our spouse's request that we pick up some milk).
Preventing this sort of cognitive autopilot should have been easy. As any properly trained computer scientist will tell you, driving home and getting groceries are goals, and goals belong on a stack. A computer does one thing, then a user presses a key and the first goal (analogous to driving home) is temporarily interrupted by a new goal (getting groceries); the new goal is placed on top of the stack (it becomes top priority), until, when it is completed, it is removed from the stack, returning the old goal to the top. Any number of goals can then be pursued in precisely the right priority sequence. No such luck for us human beings.
Or consider another common quirk of human memory: the fact that our memory for what happened is rarely matched by memory for when it occurred. Whereas computers and videotapes can pinpoint events to the second (when a particular movie was recorded or particular file was modified), we're often lucky if we can guess the year in which something happened, even if, say, it was in the headlines for months. Most people my age, for example, were inundated a few years ago with a rather sordid story involving two Olympic figure skaters; the ex-husband of one skater hired a goon to whack the other skater on the knee, in order to ruin the latter skater's chance at a medal. It's just the sort of thing the media love, and for nearly six months the story was unavoidable. But if today I asked the average person when it happened, I suspect he or she would have difficulty recalling the year, let alone the specific month.*
For something that happened fairly recently, we can get around the problem by using a simple rule of thumb: the more recent the event, the more vivid the memory. But this vividness has its limits: events that have receded more than a couple of months into the past tend to blur together, frequently leaving us chronologically challenged. For example, when regular viewers of the weekly TV news
Th e principals involved were Tonya Harding, Jeff Gillooly (her ex-husband), and Nancy Kerrigan; Gillooly's hired goon went after Kerrigan's knee on January 6,1994. Bonus question: When did the Rwandan genocide begin? Answer: April of that same year, three months after the onset of Tonyagate, which was still a big enough story to obscure the news from Rwanda. In the words of the UN commander on the scene, Romיo Dallaire, "During the 100 days of the Rwanda genocide, there was more coverage of Tonya Harding by ABC, CBS, and NBC than of the genocide itself." 
program 60 Minutes were asked to recall when a series of stories aired, viewers could readily distinguish a story presented two months earlier from a story shown only a week before. But stories presented further in the past — say, two years versus four — all faded into an indistinct muddle.
Of course, there is always another workaround. Instead of simply trying to recall when something happened, we can try to infer this information. By a process known as "reconstruction," we work backward, correlating an event of uncertain date with chronological landmarks that we're sure of. To take another example ripped from the headlines, if I asked you to name the year in which O. J. Simpson was tried for murder, you'd probably have to guesstimate. As vivid as the proceedings were then, they are now (for me, anyway) beginning to get a bit hazy. Unless you are a trivia buff, you probably can't remember exactly when the trial happened. Instead, you might reason that it took place before the Monica Lewinsky scandal but after Bill Clinton took office, or that it occurred before you met your significant other but after you went to college. Reconstruction is, to be sure, better than nothing, but compared to a simple time/date stamp, it's incredibly clumsy.
A kindred problem is reminiscent of the sixth question every reporter must ask. Not who, what, when, where, or why, but how, as in How do I know it? What are my sources? Where did I see that somewhat frightening article about the Bush administration's desire to invade Iran? Was it in The New Yorker? Or the Economist? Or was it just some paranoid but entertaining blog? For obvious reasons, cognitive psychologists call this sort of memory "source memory." And source memory, like our memory for times and dates, is, for want of a proper postal code, often remarkably poor. One psychologist, for example, asked a group of test subjects to read aloud a list of random names (such as Sebastian Weisdorf). Twenty-four hours later he asked them to read a second list of names and to identify which ones belonged to famous people and which didn't. Some were in fact the names of celebrities, and some were made up; the interesting thing is that some were made-up names drawn from the first list. If people had good source memory, they would have spotted the ruse. Instead, most subjects knew they had seen a particular name before, but they had no idea where. Recognizing a name like Sebastian Weisdorf but not recalling where they'd seen it, people mistook Weisdorf for the name of a bona fide celebrity whom they just couldn't place. The same thing happens, with bigger stakes, when voters forget whether they heard some political rumor on Letterman or read it in the New York Times. 
The workaround by which we "reconstruct" memory for dates and times is but one example of the many clumsy techniques that humans use to cope with the lack of postal-code memory. If you Google for "memory tricks," you'll find dozens more.
Take for example, the ancient "method of loci." If you have a long list of words to remember, you can associate each one with a specific room in a familiar large building: the first word with the vestibule, the second word with the living room, the third word with the dining room, the fourth with the kitchen, and so forth. This trick, which is used in adapted form by all the world's leading mnemonists, works pretty well, since each room provides a different context for memory retrieval — but it's still little more than a Band-Aid, one more solution we shouldn't need in the first place.
Another classical approach, so prominent in rap music, is to use rhyme and meter as an aid to memorization. Homer had his hexameter, Tom Lehrer had his song "The Elements" ("There's antimony, arsenic, aluminum, selenium, / And hydrogen and oxygen and nitrogen and rhenium . . ."), and the band They Might Be Giants have their cover of "Why Does the Sun Shine? (The Sun Is a Mass of Incandescent Gas)."
Actors often take these mnemonic devices one step further. Not only do they remind themselves of their next lines by using cues of rhythm, syntax, and rhyme; they also focus on their character's motivations and actions, as well as those of other characters. Ideally, this takes place automatically. In the words of the actor Michael Caine, the goal is to get immersed in the story, rather than worry about specific lines. "You must be able to stand there not thinking of that line. You take it off the other actor's face." Some performers can do this rather well; others struggle with it (or rely on cue cards). The point is, memorizing lines will never be as easy for us as it would be for a computer. We retrieve memorized information not by reading files from a specific sector of the hard drive but by cobbling together as many clues as possible — and hoping for the best.
Even the oldest standby — simple rehearsal, repeating something over and over — is a bit of clumsiness that shouldn't be necessary. Rote memorization works somewhat well because it exploits the brain's attachment to memories based on frequently occurring events, but here too the solution is hardly elegant. An ideal memory system would capture information in a single exposure, so we wouldn't have to waste time with flash cards or lengthy memorization sessions. (Yes, I've heard the rumors about the existence of photographic memory, but no, I've never seen a well-documented case.)
There's nothing wrong with mnemonics and no end to the possibilities; any cue can help. But when they fail, we can rely on a different sort of solution — arranging our life to accommodate the limits of our memory. I, for example, have learned through long experience that the only way to deal with my congenital absent-mindedness is to develop habits that reduce the demands on my memory. I always put my keys in the same place, position anything I need to bring to work by the front door, and so forth. To a forgetful guy like me, a PalmPilot is a godsend. But the fact that we can patch together solutions doesn't mean that our mental mechanisms are well engineered; it is a symptorn of the opposite condition. It is only the clumsiness of human memory that necessitates these tricks in the first place.
Given the liabilities of our contextual memory, it's natural to ask whether its benefits (speed, for example) outweigh the costs. I think not, and not just because the costs are so high, but because it is possible in principle to have the benefits without the costs. The proof is Google (not to mention a dozen other search engines). Search engines start with an underlying substrate of postal-code memory (the well-mapped information they can tap into) and build contextual memory on top. The postal-code foundation guarantees reliability, while the context on top hints at which memories are most likely needed at a given moment. If evolution had started with a system of memory organized by location, I bet that's exactly what we'd have, and the advantages would be considerable. But our ancestors never made it to that part of the cognitive mountain; once evolution stumbled upon contextual memory, it never wandered far enough away to find another considerably higher peak. As a result, when we need precise, reliable memories, all we can do is fake it — kluging a poor man's approximation of postal-code memory onto a substrate that doesn't genuinely provide for it.
In the final analysis, we would be nowhere without memory; as Steven Pinker once wrote, "To a very great extent, our memories are ourselves." Yet memory is arguably the mind's original sin. So much is built on it, and yet it is, especially in comparison to computer memory, wildly unreliable.
In no small part this is because we evolved not as computers but as actors, in the original sense of the word: as organisms that act, entities that perceive the world and behave in response to it. And that led to a memory system attuned to speed more than reliability. In many circumstances, especially those requiring snap decisions, recency, frequency, and context are powerful tools for mediating memory. For our ancestors, who lived almost entirely in the here and now (as virtually all nonhuman life forms still do), quick access to contextually relevant memories of recent events or frequently occurring ones helped navigate the challenges of seeking food or avoiding danger. Likewise, for a rat or a monkey, it is often enough to remember related general information. Concerns about misattribution or bias in courtroom testimony simply don't apply.
But today, courts, employers, and many other facets of everyday life make demands that our pre-hominid predecessors rarely faced, requiring us to remember specific details, such as where we last put our keys (rather than where we tend, in general, to put them), where we've gotten particular information, and who told us what, and when.
To be sure, there will always be those who see our limits as virtues. The memory expert Henry Roediger, for example, has implied that memory errors are the price we pay in order to make inferences. The Harvard psychologist Dan Schacter, meanwhile, has argued that the fractured nature of memory prepares us for the future: "A memory that works by piecing together bits of the past may be better suited to simulating future events than one that is a store of perfect records." Another common suggestion is that we're better off because we can't remember certain things, as if faulty memory would spare us from pain.
These ideas sound nice on the surface, but I don't see any evidence to support them. The notion that the routine failures of human memory convey some sort of benefit misses an important point: the things that we have trouble remembering arent the things we'd like to forget. It's easy to glibly imagine some kind of optimal state wherein we'd remember only happy thoughts, a bit like Dorothy at the end of The Wizard of Oz. But the truth is that we generally can't
— contrary to Freud — repress memories that we find painful, and we don't automatically forget them either. What we remember isn't a function of what we want to remember, and what we forget isn't a matter of what we want to forget; any war veteran or Holocaust survivor could tell you that. What we remember and what we forget are a function of context, frequency, and recency, not a means of attaining inner peace. It's possible to imagine a robot that could automatically expunge all unpleasant memories, but we humans are just not built that way.
Similarly, there is no logical relation between having a capacity to make inferences and having a memory that is prone to errors. In principle, it is entirely possible to have both perfect records of past events and a capacity to make inferences about the future. That's exactly how computer-based weather-forecasting systems work, for example; they extrapolate the future from a reliable set of data about the past. Degrading the quality of their memory wouldn't improve their predictions, but rather it would undermine them. And there's no evidence that people with an especially distortion-prone memory are happier than the rest of us, no evidence that they make better inferences or have an edge at predicting the future. If anything, the data suggest the opposite, since having an above-average memory is well correlated with general intelligence.
None of which is to say that there aren't compensations. We can, for example, have a great deal of fun with what Freud called "free associations"; it's entertaining to follow the chains of our memories, and we can put that to use in literature and poetry. If connecting trains of thought with chains of ought tickles your fancy, by all means, enjoy! But would we really and truly be better off if our memory was less reliable and more prone to distortion? It's one thing to make lemonade out of lemons, another to proclaim that lemons are what you'd hope for in the first place.
In the final analysis, the fact that our ability to make inferences is built on rapid but unreliable contextual memory isn't some optimal tradeoff. It's just a fact of history: the brain circuits that allow us to make inferences make do with distortion-prone memory because that's all evolution had to work with. To build a truly reliable memory, fit for the requirements of human deliberate reasoning, evolution would have had to start over. And, despite its power and elegance, that's the one thing evolution just can't do.
3
BELIEF 
Alice laughed: "There's no use trying," she said; "one can't be
lieve impossible things."
"I daresay you haven't had much practice," said the Queen.
"When I was younger, I always did it for half an hour a day.
Why, sometimes I've believed as many as six impossible things
before breakfast."
— LEWIS CARROLL, Alice's Adventures in Wonderland 
"You HAVE A NEED for other people to like and admire you, and yet you tend to be critical of yourself. While you have some personality weaknesses, you are generally able to compensate for them. You have considerable unused capacity that you have not turned to your advantage. Disciplined and self-controlled on the outside, you tend to be worrisome and insecure on the inside."
Would you believe me if I told you that I wrote that description just for you? It's actually a pastiche of horoscopes, constructed by a psychologist named Bertram Forer. Forer's point was that we have a tendency to read too much into bland generalities, believing that they are (specifically) about us — even when they aren't. Worse, we are even more prone to fall victim to this sort of trap if the bland description includes a few positive traits. Televangelists and late-night infomercials prey upon us in the same way — working hard to sound as if they are speaking to the individual listener rather than a crowd. As a species, we're only too ready to be fooled. This chapter is, in essence, an investigation of why.
The capacity to hold explicit beliefs that we can talk about,
evaluate, and reflect upon is, like language, a recently evolved innovation — ubiquitous in humans, rare or perhaps absent in most other species.* And what is recent is rarely fully debugged. Instead of an objective machine for discovering and encoding Truth with a capital T, our human capacity for belief is haphazard, scarred by evolution and contaminated by emotions, moods, desires, goals, and simple self-interest — and surprisingly vulnerable to the idiosyncrasies of memory. Moreover, evolution has left us distinctly gullible, which smacks more of evolutionary shortcut than good engineering. All told, though the systems that underlie our capacity for belief are powerful, they are also subject to superstition, manipulation, and fallacy. This is not trivial stuff: beliefs, and the imperfect neural tools we use to evaluate them, can lead to family conflicts, religious disputes, and even war.
In principle, an organism that trafficked in beliefs ought to have a firm grasp on the origins of its beliefs and how strongly the evidence supports them. Does my belief that Colgate is a good brand of toothpaste derive from (1) my analysis of a double-blind test conducted and published by Consumer Reports, (2) my enjoyment of Colgate's commercials, or (3) my own comparisons of Colgate against the other "leading brands"? I shouldbe able to tell you, but I can't.
*Animals often behave as if they too have beliefs, but scientific and philosophical opinion remains divided as to whether they really do. My interest here is the sort of belief that we humans can articulate, such as "On rainy days, it is good to carry an umbrella" or "Haste makes waste." Such nuggets of conventional wisdom aren't necessarily true (if you accept "Absence makes the heart grow fonder," then what about "Out of sight, out of mind"?), but they differ from the more implicit "beliefs" of our sensorimotor system, which we cannot articulate. For example, our sensorimotor system behaves as if it believes that a certain amount of force is sufficient to lift our legs over a curb, but nonphysicists would be hard pressed to say how much force is actually required.) I strongly suspect that many animals have this sort of implicit beliefs, but my working assumption is that beliefs of the kind that we can articulate, judge, and reflect upon are restricted to humans and, at most, a handful of other species. 
Because evolution built belief mainly out of off-the-shelf components that evolved for other purposes, we often lose track of where our beliefs come from — if we ever knew — and even worse, we are often completely unaware of how much we are influenced by irrelevant information.
Take, for example, the fact that students rate better-looking professors as teaching better classes. If we have positive feelings toward a given person in one respect, we tend to automatically generalize that positive regard to other traits, an illustration of what is known in psychology as the "halo effect." The opposite applies too: see one negative characteristic, and you expect all of an individual's traits to be negative, a sort of "pitchfork effect." Take, for example, the truly sad study in which people were shown pictures of one of two children, one more attractive, the other less so. The subjects were then told that the child, let's call him Junior, had just thrown a snowball, with a rock inside it, at another child; the test subjects then were asked to interpret the boy's behavior. People who saw the unattractive picture characterized Junior as a thug, perhaps headed to reform school; those shown the more attractive picture delivered judgments that were rather more mild, suggesting, for example, that Junior was merely "having a bad day." Study after study has shown that attractive people get better breaks in job interviews, promotions, admissions interviews, and so on, each one an illustration of how aesthetics creates noise in the channel of belief.
In the same vein, we are more likely to vote for candidates who (physically) "look more competent" than the others. And, as advertisers know all too well, we are more likely to buy a particular brand of beer if we see an attractive person drinking it, more likely to want a pair of sneakers if we see a successful athlete like Michael Jordan wearing them. And though it may be irrational for a bunch of teenagers to buy a particular brand of sneakers so they can "be like Mike," the halo effect, ironically, makes it entirely rational for Nike to spend millions of dollars to secure His Airness's endorsement. And, in a particularly shocking recent study, children of ages three to five gave have higher ratings to foods like carrots, milk, and apple juice if they came in McDonald's packaging. Books and covers, carrots and Styrofoam packaging. We are born to be suckered.
The halo effect (and its devilish opposite) is really just a special case of a more general phenomenon: just about anything that hangs around in our mind, even a stray word or two, can influence how we perceive the world and what we believe. Take, for example, what happens if I ask you to memorize this list of words: furniture, self-confident, corner, adventuresome, chair, table, independent, and television. (Got that? What follows is more fun if you really do try to memorize the list.)
Now read the following sketch, about a man named Donald:
Donald spent a great amount of his time in search of what he liked to call excitement. He had already climbed Mt. McKinley, shot the Colorado rapids in a kayak, driven in a demolition derby, and piloted a jet-powered boat — without knowing very much about boats. He had risked injury, and even death, a number of times. Now he was in search of new excitement. He was thinking, perhaps, he would do some skydiving or maybe cross the Atlantic in a sailboat.
To test your comprehension, I ask you to sum up Donald in a single word. And the word that pops into your mind is . . . (see the footnote).* Had you memorized a slightly different list, say, furniture, conceited, corner, reckless, chair, table, aloof television, the first word that would have come to mind would likely be different — not adventuresome, but reckless. Donald may perfectly well be both reckless and adventuresome, but the connotations of each word are very dif
*Due to the effects of memory priming, adventuresome is the answer most people give. 
ferent — and people tend to pick a characterization that relates to what was already on their mind (in this case, slyly implanted by the memory list). Which is to say that your impression of Donald is swayed by a bit of information (the words in the memory list) that ought to be entirely irrelevant.
Another phenomenon, called the "focusing illusion," shows how easy it is to manipulate people simply by directing their attention to one bit of information or another. In one simple but telling study, college students were asked to answer two questions: "How happy are you with your life in general?" and "How many dates did you have last month?" One group heard the questions in exactly that order, while another heard them in the opposite order, second question first. In the group that heard the question about happiness first, there was almost no correlation between the people's answers; some people who had few dates reported that they were happy, some people with many dates reported that they were sad, and so forth. Flipping the order of the questions, however, put people's focus squarely on romance; suddenly, they could not see their happiness as independent of their love life. People with lots of dates saw themselves as happy, people with few dates viewed themselves as sad. Period. People's judgments in the dates-first condition (but not in the happiness-first condition) were strongly correlated with the number of dates they'd had. This may not surprise you, but it ought to, because it highlights just how malleable our beliefs really are. Even our own internal sense of self can be influenced by what we happen to focus on at a given moment.
The bottom line is that every belief passes through the unpredictable filter of contextual memory. Either we directly recall a belief that we formed earlier, or we calculate what we believe based on whatever memories we happen to bring to mind.
Yet few people realize the extent to which beliefs can be contaminated by vagaries of memory. Take the students who heard the dating question first. They presumably thought that they were answering the happiness question as objectively as they could; only an exceptionally self-aware undergraduate would realize that the answer to the second question might be biased by the answer to the first. Which is precisely what makes mental contamination so insidious. Our subjective impression that we are being objective rarely matches the objective reality: no matter how hard we try to be objective, human beliefs, because they are mediated by memory, are inevitably swayed by minutiae that we are only dimly aware of.
From an engineering standpoint, humans would presumably be far better off if evolution had supplemented our contextually driven memory with a way of systematically searching our inventory of memories. Just as a pollster's data are most accurate if taken from a representative cross section of a population, a human's beliefs would be soundest if they were based on a balanced set of evidence. But alas, evolution never discovered the statistician's notion of an unbiased sample.
Instead, we routinely take whatever memories are most recent or most easily remembered to be much more important than any other data. Consider, for example, an experience I had recently, driving across country and wondering at what time I'd arrive at the next motel. When traffic was moving well, I'd think to myself, "Wow, I'm driving at 80 miles per hour on the interstate; I'll be there in an hour." When traffic slowed due to construction, I'd say, "Oh no, it'll take me two hours." What I was almost comically unable to do was to take an average across two data points at the same time, and say, "Sometimes the traffic moves well, sometimes it moves poorly. I anticipate a mixture of good and bad, so I bet it will take an hour and a half."
Some of the world's most mundane but common interpersonal friction flows directly from the same failure to reflect on how well our samples represent reality. When we squabble with our spouse or our roommate about whose turn it is to wash the dishes, we probably (without realizing it) are better able to remember the previous times when we, ourself, took care of them (as compared to the times when our roommate or spouse did); after all, our memory is organized to focus primarily on our own experience. And we rarely compensate for that imbalance — so we come to believe we've done more work overall and perhaps end up in a self-righteous huff. Studies show that in virtually any collaborative enterprise, from taking care of a household to writing academic papers with colleagues, the sum of each individual's perceived contribution exceeds the total amount of work done. We cannot remember what other people did as well as we recall what we did ourselves — which leaves everybody (even shirkers!) feeling that others have taken advantage of them. Realizing the limits of our own data sampling might make us all a lot more generous.
Mental contamination is so potent that even entirely irrelevant information can lead us by the nose. In one pioneering experiment, the psychologists Amos Tversky and Daniel Kahneman spun a wheel of fortune, marked with the numbers 1-100, and then asked their subjects a question that had nothing to do with the outcome of spinning the wheel: what percentage of African countries are in the United Nations? Most participants didn't know for sure, so they had to estimate
— fair enough. But their estimates were considerably affected by the number on the wheel. When the wheel registered 10, a typical response to the UN question was 25 percent, whereas when the wheel came up at 65, a typical response was 45 percent.*


This phenomenon, which has come to be known as "anchoring and adjustment," occurs again and again. Try this one: Add 400 to the last three digits of your cell phone number. When you're done, answer the following question: in what year did Attila the Hun's rampage through Europe finally come to an end? The average guess of
*Nobody's ever been able to tell me whether the original question was meant to ask how many of the countries in Africa were in the UN, or how many of the countries in the UN were in Africa. But in a way, it doesn't matter: anchoring is strong enough to apply even when we don't know precisely what the question is. 
people whose phone number, plus 400, yields a sum less than 600 was
A.D. 629, whereas the average guess of people whose phone number digits plus 400 came in between 1,200 and 1,399 was A.D. 979, 350 years later.*
What's going on here? Why should a phone number or a spin on a wheel of fortune influence a belief about history or the composition of the UN? During the process of anchoring and adjustment, people begin at some arbitrary starting point and keep moving until they find an answer they like. If the number 10 pops up on the wheel, people start by asking themselves, perhaps unconsciously, "Is 10 a plausible answer to the UN question?" If not, they work their way up until they find a value (say, 25) that seems plausible. If 65 comes up, they may head in the opposite direction: "Is 65 a plausible answer? How about 55?" The trouble is, anchoring at a single arbitrarily chosen point can steer us toward answers that are just barely plausible: starting low leads people to the lowest plausible answer, but starting high leads them to the highest plausible answer. Neither strategy directs people to what might be the most sensible response — one in the middle of the range of plausible answers. If you think that the correct answer is somewhere between 25 and 45, why say 25 or 45? You're probably better off guessing 35, but the psychology of anchoring means that people rarely do.f
Anchoring has gotten a considerable amount of attention in psychological literature, but it's by no means the only illustration of how beliefs and judgments can be contaminated by peripheral or even irrelevant information. To take another example, people who are asked to hold a pen between their teeth gently, without letting it
*When did Attila actually get routed? A.D. 451. 
tlf you're aware of the process of anchoring and adjustment, you can see that why it is 
that during a financial negotation it's generally better to make the opening bid than to 
respond to it. This phenomenon also explains why, as one recent study showed, su
permarkets can sell more cans of soup with signs that say LIMIT 12 PER CUS
TOMER rather than LIMIT 4 PER CUSTOMER. 

touch their lips, rate cartoons as more enjoyable than do people who hold a pen with pursed lips. Why should that be? You can get a hint if you try following these instructions while looking in a mirror: Hold a pen between your teeth "gently, without letting it touch the lips." Now look at the shape of your lips. You'll see that the corners are upturned, in the position of a smile. And thus, through the force of context-dependent memory, upturned lips tend to automatically lead to happy thoughts.
A similar line of experiments asked people to use their non-dominant hand (the left, for right-handed people) to write down names of celebrities as fast as they could while classifying them into categories (like, dont like, neutral). They had to do this while either
(1) pressing their dominant hand, palm down, against the top of a table or (2) pushing their dominant hand, palm upward, against the bottom of a table. Palms-up people listed more positive than negative names, while palms-down people produced more negative names than positive. Why? Palms-up people were positioned in a positive "approach" posture while palms-down people were positioned in an "avoid" posture. The data show that such subtle differences routinely affect our memories and, ultimately, our beliefs.
Another source of contamination is a kind of mental shortcut, the human tendency to believe that what is familiar is good. Take, for example, an odd phenomenon known as the "mere familiarity" effect: if you ask people to rate things like the characters in Chinese writing, they tend to prefer those that they have seen before to those they haven't. Another study, replicated in at least 12 different languages, showed that people have a surprising attachment to the letters found in their own names, preferring words that contain those letters to words that don't. One colleague of mine has even suggested, somewhat scandalously, that people may love famous paintings as much for their familiarity as for their beauty.
From the perspective of our ancestors, a bias in favor of the familiar may well have made sense; what great-great-great-grandma knew and didn't kill her was probably a safer bet than what she didn't know — which might do her in. Preference for the familiar may well have been adaptive in our ancestors, selected for in the usual ways: creatures with a taste for the well known may have had more offspring than creatures with too extreme a predilection for novelty. Likewise, our desire for comfort foods, presumably those most familiar to us, seems to increase in times of stress; again, it's easy to imagine an adaptive explanation.
In the domain of aesthetics, there's no real downside to preferring what I'm already used to — it doesn't really matter whether I like this Chinese character better than that one. Likewise, if my love of 1970s disco stems from mere familiarity rather than the exquisite musicianship of Donna Summer, so be it.
But our attachment to the familiar can be problematic too, especially when we don't recognize the extent to which it influences our putatively rational decision making. In fact, the repercussions can take on global significance. For example, people tend to prefer social policies that are already in place to those that are not, even if no well-founded data prove that the current policies are working. Rather than analyze the costs and benefits, people often use this simple heuristic: "If it's in place, it must be working."
One recent study suggested that people will do this even when they have no idea what policies are in place. A team of Israeli researchers decided to take advantage of the many policies and local ordinances that most people know little about. So little, in fact, that the experimenters could easily get the subjects to believe whatever they suggested; the researchers then tested how attached people had become to whatever "truth" they had been led to believe in. For example, subjects were asked to evaluate policies such as the feeding of alley cats — should it be okay, or should it be illegal? The experimenter told half the subjects that alley-cat feeding was currently legal and the other half that it wasn't, and then asked people whether the policy should be changed. Most people favored whatever the current policy was and tended to generate more reasons to favor it over the competing policy. The researchers found similar results with made-up rules about arts-and-crafts instruction. (Should students have five hours of instruction or seven? The current policy is X.) The same sort of love-the-familiar reasoning applies, of course, in the real world, where the stakes are higher, which explains why incumbents are almost always at an advantage in an election. Even recently deceased incumbents have been known to beat their still-living opponents.*
The more we are threatened, the more we tend to cling to the familiar. Just think of the tendency to reach for comfort food. Other things being equal, people under threat tend to become more attached than usual to their own groups, causes, and values. Laboratory studies, for example, have shown that if you make people contemplate their own death ("Jot down, as specifically as you can, what you think will happen to you as you physically die ...") , they tend to be nicer than normal to members of their own religious and ethnic groups, but more negative toward outsiders. Fears of death also tend to polarize people's political and religious beliefs: patriotic Americans who are made aware of their own mortality are more appalled (than patriots in a control group) by the idea of using the American flag as a sieve; devout Christians who are asked to reflect upon their own death are less tolerant of someone using a crucifix as a substitute hammer. (Charities, take note: we also open up our wallets more when we've just thought about death.) Another study has shown that all people tend to become more negative toward minority groups in times of crisis; oddly enough, this holds true not just for members of the majority but even for members of the minority groups themselves.
People may even come to love, or at least accept, systems of gov
*In March 2006, in Sierra Vista, Arizona, Bob Kasun, dead for nine days, won by a margin of nearly three to one. 
ernment that profoundly threaten their self-interest. As the psychologist John Jost has noted, "Many people who lived under feudalism, the Crusades, slavery, communism, apartheid, and the Taliban believed that their systems were imperfect but morally defensible and [even sometimes] better than the alternatives they could envision." In short, mental contamination can be very serious business.
Each of these examples of mental contamination — the focusing illusion, the halo effect, anchoring and adjustment, and the familiarity effect — underscores an important distinction that will recur throughout this book: as a rough guide, our thinking can be divided into two streams, one that is fast, automatic, and largely unconscious, and another that is slow, deliberate, and judicious.
The former stream, which I will refer to as the ancestral system, or the reflexive system, seems to do its thing rapidly and automatically, with or without our conscious awareness. The latter stream I will call the deliberative system, because that's what it does: it deliberates, it considers, it chews over the facts — and tries (sometimes successfully, sometimes not) to reason with them.
The reflexive system is clearly older, found in some form in virtually every multicellular organism. It underlies many of our everyday actions, such as the automatic adjustment of our gait as we walk up and down an uneven surface, or our rapid recognition of an old friend. The deliberative system, which consciously considers the logic of our goals and choices, is a lot newer, found in only a handful of species, perhaps only humans.
As best we can tell, the two systems rely on fairly different neural substrates. Some of the reflexive system depends on evolutionarily old brain systems like the cerebellum and basal ganglia (implicated in motor control) and the amygdala (implicated in emotion). The deliberative system, meanwhile, seems to be based primarily in the forebrain, in the prefrontal cortex, which is present — but vastly smaller — in other mammals.
I describe the latter system as "deliberative" rather than, say, rational because there is no guarantee that the deliberative system will deliberate in genuinely rational ways. Although this system can, in principle, be quite clever, it often settles for reasoning that is less than ideal. In this respect, one might think the deliberative system as a bit like the Supreme Court: its decisions may not always seem sensible, but there's always at least an intention to be judicious.
Conversely, the reflexive system shouldn't be presumed irrational; it is certainly more shortsighted than the deliberative system, but it likely wouldn't exist at all if it were completely irrational. Most of the time, it does what it does well, even if (by definition) its decisions are not the product of careful thought. Similarly, although it might seem tempting, I would also caution against equating the reflexive system with emotions. Although many (such as fear) are arguably reflexive, emotions like schadenfreude — the delight one can take in a rival's pain — are not. Moreover, a great deal of the reflexive system has little if anything to do with emotion; when we instinctively grab a railing as we stumble on a staircase, our reflexive system is clearly what kicks in to save us — but it may do so entirely without emotion. The reflexive system (really, perhaps a set of systems) is about making snap judgments based on experience, emotional or otherwise, rather than feelings per se.
Even though the deliberative system is more sophisticated, the latest in evolutionary technology, it has never really gained proper control because it bases its decisions on almost invariably secondhand information, courtesy of the less-than-objective ancestral system. We can reason as carefully as we like, but, as they say in computer science jargon, "garbage in, garbage out." There's no guarantee that the ancestral system will pass along a balanced set of data. Worse, when we are stressed, tired, or distracted, our deliberative system tends to be the first thing to go, leaving us at the mercy of our lower-tech reflexive system — just when we might need our deliberative system the most.
The unconscious influence of our ancestral system is so strong that when our conscious mind tries to get control of the situation, the effort sometimes backfires. For example, in one study, people were put under time pressure and asked to make rapid judgments. Those who were told to (deliberately) suppress sexist thoughts (themselves presumably the product of the ancestral reflexive system) actually became more likely than control subjects to have sexist thoughts. Even more pernicious is the fact that as evolution layered reason on top of contextually driven memory, it left us with the illusion of objectivity. Evolution gave us the tools to deliberate and reason, but it didn't give us any guarantee that we'd be able to use them without interference. We feel as if our beliefs are based on cold, hard facts, but often they are shaped by our ancestral system in subtle ways that we are not even aware of.
No matter what we humans think about, we tend to pay more attention to stuff that fits in with our beliefs than stuff that might challenge them. Psychologists call this "confirmation bias." When we have embraced a theory, large or small, we tend to be better at noticing evidence that supports it than evidence that might run counter to it.
Consider the quasi-astrological description that opened this chapter. A person who wants to believe in astrology might notice the parts that seem true ("you have a need for other people to like and admire you") and ignore the parts that aren't (maybe from the outside you don't really look so disciplined after all). A person who wishes to believe in horoscopes may notice the one time that their reading seems dead-on and ignore (or rationalize) the thousands of times when their horoscopes are worded so ambiguously that they could mean anything. That's confirmation bias.
Take, for example, an early experiment conducted by the British psychologist Peter Wason. Wason presented his subjects with a triplet of three distinct numbers (for example, 2-4-6) and asked them to guess what rule might have generated their arrangement. Subjects were then asked to create new sequences and received feedback as to whether their new sequences conformed to the rule. A typical subject might guess "4-6-8," be told yes, and proceed to try "8-10-12" and again be told yes; the subject might then conclude that the rule was something like "sequences of three even numbers with two added each time." What most people failed to do, however, was consider potentially disconfirming evidence. For example, was 1-3-5 or 1-3-4 a valid sequence? Few subjects bothered to ask; as a consequence, hardly anybody guessed that the actual rule was simply "any sequence of three ascending numbers." Put more generally, people all too often look for cases that confirm their theories rather than consider whether some alternative principle might work better.
In another, later study, less benign, two different groups of people saw a videotape of a child taking an academic test. One group of viewers was led to believe that the child came from a socioeconomically privileged background, the other to believe that the child came from a socioeconomically impoverished background. Those who thought the child was wealthier reported that the child was doing well and performing above grade level; the other group guessed that the child was performing below grade level.
Confirmation bias might be an inevitable consequence of contextually driven memory. Because we retrieve memory not by systematically searching for all relevant data (as computers do) but by finding things that match, we can't help but be better at noticing things that confirm the notions we begin with. When you think about the O. J. Simpson murder trial, if you were predisposed to think he was guilty, you're likely to find it easier to remember evidence that pointed toward his guilt (his motive, the DNA evidence, the lack of other plausible suspects) rather than evidence that cast doubt on it (the shoddy police work and that infamous glove that didn't fit).
To consider something well, of course, is to evaluate both sides of an argument, but unless we go the extra mile of deliberately foreing ourselves to consider alternatives — not something that comes naturally — we are more prone to recall evidence consistent with an accepted proposition than evidence inconsistent with it. And since we most clearly remember information that seems consistent with our beliefs, it becomes very hard to let those beliefs go, even when they are erroneous.
The same, of course, goes for scientists. The aim of science is to take a balanced approach to evidence, but scientists are human beings, and human beings can't help but notice evidence that confirms their own theories. Read any science texts from the past and you will stumble on not only geniuses, but also people who in hindsight seem like crackpots — flat-earthers, alchemists, and so forth. History is not kind to scientists who believed in such fictions, but a realist might recognize that in a species so dependent on memory driven by context, such slip-ups are always a risk.
In 1913 Eleanor Porter wrote one of the more influential children's novels of the twentieth century, Pollyanna, a story of a girl who looked on the bright side of every situation. Over time, the name Pollyanna has become a commonly used term with two different connotations. It's used in a positive way to describe eternal optimists and in a negative way to describe people whose optimism exceeds the rational bounds of reality. Pollyanna may have been a fictional character, but there's a little bit of her in all of us, a tendency to perceive the world in positive ways that may or may not match reality. Generals and presidents fight on in wars that can't be won, and scientists retain beliefs in pet theories long after the weight of evidence is stacked against them.
Consider the following study, conducted by the late Ziva Kunda. A group of subjects comes into the lab. They are told they'll be playing a trivia game; before they play, they get to watch someone else, who, they are told, will play either on their team (half the subjects hear this) or on the opposite team (that's what the other half are told). Unbeknownst to the subjects, the game is rigged; the person they're watching proceeds to play a perfect game, getting every question right. The researchers want to know whether each subject is impressed by this. The result is straight out of Pollyanna: people who expect to play with the perfect-game-playing confederate are impressed; the guy must be great, they think. People who expect to play against the confederate are dismissive; they attribute his good performance to luck rather than skill. Same data, different interpretation: both groups of subjects observe someone play a perfect game, but what they make of that observation depends on the role they expect the observed man to play in their own life.
In a similar study, a bunch of college students viewed videos of three people having a conversation; they were asked to judge how likable each of the three was. The subjects were also told (prior to watching the video) that they would be going out on a date with one of those three people (selected at random for each subject). Inevitably, subjects tended to give their highest rating to the person they were told they would be dating — another illustration of how easily our beliefs (in this case, about someone's likability) can be contaminated by what we wish to believe. In the words of a musical I loved as a child, Harry Nilsson's The Point!, "You see what you want to see, and you hear want you want to hear. Dig?"
Our tendency to accept what we wish to believe (what we are motivated to believe) with much less scrutiny than what we don't want to believe is a bias known as "motivated reasoning," a kind of flip side to confirmation bias. Whereas confirmation bias is an automatic tendency to notice data that fit with our beliefs, motivated reasoning is the complementary tendency to scrutinize ideas more carefully if we don't like them than if we do. Take, for example, a study in which Kunda asked subjects, half men, half women, to read an article claiming that caffeine was risky for women. In line with the notion that our beliefs — and reasoning — are contaminated by motivation, women who were heavy caffeine drinkers were more likely to doubt the conclusion than were women who were light caffeine drinkers; meanwhile, men, who thought they had nothing at stake, exhibited no such effect.
The same thing happens all the time in the real world. Indeed, one of the first scientific illustrations of motivated reasoning was not a laboratory experiment but a clever bit of real-world fieldwork conducted in 1964, just after the publication of the first Surgeon General's report on smoking and lung cancer. The Surgeon General's conclusion — that smoking appears to cause lung cancer — would hardly seem like news today, but at the time it was a huge deal, covered widely by the media. Two enterprising scientists went out and interviewed people, asking them to evaluate the Surgeon General's conclusion. Sure enough, smokers were less persuaded by the report than were nonsmokers, who pretty much accepted what the Surgeon General had to say. Smokers, meanwhile, came up with all kinds of dubious counterarguments: "many smokers live a long time" (which ignored the statistical evidence that was presented), "lots of things are hazardous" (a red herring), "smoking is better than excessive eating or drinking" (again irrelevant), or "smoking is better than being a nervous wreck" (an assertion that was typically not supported by any evidence).
The reality is that we are just not born to reason in balanced ways; even sophisticated undergraduates at elite universities tend to fall prey to this weakness. One famous study, for example, asked students at Stanford University to evaluate a set of studies on the effectiveness of capital punishment. Some of the students had prior beliefs in favor of capital punishment, some against. Students readily found holes in studies that challenged what they believed but often missed equally serious problems with studies that led to conclusions that they were predisposed to agree with.
Put the contamination of belief, confirmation bias, and motivated reasoning together, and you wind up with a species prepared to believe, well, just about anything. Historically, our species has believed in a flat earth (despite evidence to the contrary), ghosts, witches, astrology, animal spirits, and the benefits of self-flagellation and bloodletting. Most of those particular beliefs are, mercifully, gone today, but some people still pay hard-earned money for psychic readings and sיances, and even I sometimes hesitate before walking under a ladder. Or, to take a political example, some 18 months after the 2003 invasion of Iraq, 58 percent of people who voted for George W. Bush still believed there were weapons of mass destruction in Iraq, despite the evidence to the contrary.
And then there is President George W. Bush himself, who reportedly believes that he has a personal and direct line of communication with an omniscient being. Which, as far as his getting elected was concerned, was a good thing; according to a February 2007 Pew Research Center survey, 63 percent of Americans would be reluctant to vote for anyone who doesn't believe in God.
To critics like Sam Harris (author of the book The End of Faith), that sort of thing seems downright absurd:
To see how much our culture currently partakes of . . . irrationality . . . just substitute the names of your favorite Olympian for "God" wherever this word appears in public discourse. Imagine President Bush addressing the National Prayer Breakfast in these terms: "Behind all of life and all history there is a dedication and a purpose, set by the hand of a just and faithful Zeus." Imagine his speech to Congress (September 20,2001) containing the sentence "Freedom and fear, justice and cruelty have always been at war and we know that Apollo is not neutral between them."
Religion in particular enjoys the sway that it does in part because people want it to be true; among other things, religion gives people a sense that the world is just and that hard work will be rewarded. Such faith provides a sense of purpose and belonging, in both the personal and the cosmic realms; there can be no doubt that the desire to believe contributes to the capacity to do so. But none of that explains how people manage to cling to religious beliefs despite the manifest lack of direct evidence* For that we must turn to the fact that evolution left us with the capacity to fool ourselves into believing what we want to believe. (If we pray and something good happens, we notice it; if nothing happens, we fail to notice the non-coincidence.) Without motivated reasoning and confirmation bias, the world might be a very different place.
As one can see in the study of cigarette smokers, biased reasoning has at least one benefit. It can help protect our self-esteem. (Of course it's not just smokers; I've seen scientists do much the same thing, nitpicking desperately at studies that challenge beliefs to which they're attached.)
The trouble, of course, is that self-deception often costs us down the road. When we fool ourselves with motivated reasoning, we may hold on to beliefs that are misguided or even delusional. They can cause social friction (when we abruptly dismiss the views of others), they can lead to self-destruction (when smokers dismiss the risks of their habit), and they can lead to scientific blunders (when scientists refuse to recognize data challenging their theories).
*Some (thankfully not all) of those who believe in creationism rather than evolution appear eager to take just about any evidence as further confirmation of their views. One religious news site, for example, took the recent discovery that human DNA is more variable than once thought to "debunk evolution." The argument ran thusly (and I quote verbatim): 
Given that humans are ten times [more] different than one another [than expected], it would seem that a four percentage point difference between the chimpanzee and the human genome could mean hundreds of times differences between each individual human and each individual chimpanzee. And this difference would demolish any reasonable defense of evolution .. . the more scientists find, the more the Bible is proven. 
If there had been less genetic variation, the argument might well have run, "We are all made in God's image; therefore it's no surprise that our DNA is all the same," but in the quoted passage there seems to be no discernible logic relating the premise (that there is an unexpectedly large amount of genetic variation) to its rather antiscientific conclusion. 
When people in power indulge in motivated reasoning, dismissing important signs of their own error, the results can be catastrophic. Such was probably the case, for example, in one of the great blunders in modern military history, in the spring of 1944, when Hitler, on the advice of his leading field marshal, Gerd von Rundstedt, chose to protect Calais rather than Normandy, despite the prescient lobbying of a lesser-ranked general, Erwin Rommel. Von Rundstedfs bad advice, born of undue attachment to his own plans, cost Hitler France, and possibly the entire Western Front.*
Why does motivated reasoning exist in the first place? Here, the problem is not one of evolutionary inertia but a simple lack of foresight. While evolution gave us the gift of deliberate reasoning, it lacked the vision to make sure we used it wisely: nothing forces us to be evenhanded because there was no one there to foresee the dangers inherent in pairing powerful tools of reasoning with the risky temptations of self-deception. In consequence, by leaving it up to our conscious self to decide how much to use our mechanism of deliberate reasoning, evolution freed us — for better or for worse — to be as biased as we want to be.
Even when we have little at stake, what we already know — or think we know — often further contaminates our capacity to reason and form new beliefs. Take, for example, the classic form of logic known as the syllogism: a formal deductive argument consisting of major premise, minor premise, and conclusion — as stylized as a sonnet:
All men are mortal.
Socrates was a man. 
Therefore, Socrates was mortal.
*Why didn't von Rundstedt listen? He was too attached to his own strategy, an elaborate but ultimately pointless plan for defending Calais. Hitler, for his part, trusted von Rundstedt so much that he spent the morning of D-Day asleep, evidently untroubled by Rommel's fear that Normandy might be invaded. 
Nobody has trouble with this form of logic; we understand the abstract form and realize that it generalizes freely:
All glorks are frum.
Skeezer is a glork. 
Therefore, Skeezer is frum.
Presto — a new way for forming beliefs: take what you know (the minor and major premises), insert them into the inferential schema (all X's are Y, Q is an X, therefore Q is a Y), and deduce new beliefs. The beauty of the scheme is the way in which true premises are guaranteed, by the rules of logic, to lead to true conclusions.
The good news is that humans can do this sort of thing at all; the bad news is that, without a lot of training, we don't do it particularly well. If the capacity to reason logically is the product of natural selection, it is also a very recent adaptation with some serious bugs yet to be worked out.
Consider, for example, this syllogism, which has a slight but important difference from the previous one:
All living things need water.
Roses need water. 
Therefore, roses are living things.
Is this a valid argument? Focus on the logic, not the conclusion per se; we already know that roses are living things. The question is whether the logic is sound, whether the conclusion follows the premises like the night follows the day. Most people think the argument is solid. But look carefully: the statement that all living things need water doesn't preclude the possibility that some nonliving things might need water too. My car's battery, for instance.
The poor logic of the argument becomes clearer if I simply change the words in question:
Premise 1: All insects need oxygen.
Premise 2: Mice need oxygen. 
Conclusion: Therefore, mice are insects.
A creature truly noble in reason ought to see, instantaneously, that the rose and mouse arguments follow exactly the same formal structure (all X's need Y, Z's need Y, therefore Z's are X's) and ought to instantly reject all such reasoning as fallacious. But most of us need to see the two syllogisms side by side in order to get it. All too often we suspend a careful analysis of what is logical in favor of prior beliefs.
What's going on here? In a system that was superlatively well engineered, belief and the process of drawing inferences (which soon become new beliefs) would be separate, with an iron wall between them; we would be able to distinguish what we had direct evidence for from what we had merely inferred. Instead, in the development of the human mind, evolution took a different path. Long before human beings began to engage in completely explicit, formal forms of logic (like syllogisms), creatures from fish to giraffes were probably making informal inferences, automatically, without a great deal of reflection; if apples are good to eat, pears probably are too. A monkey or a gorilla might make that inference without ever realizing that there is such a thing as an inference. Perhaps one reason people are so apt to confuse what they know with what they have merely inferred is that for our ancestors, the two were scarcely different, with much of inference arising automatically as part of belief, rather than via some separate, reflective system.
The capacity to codify the laws of logic — to recognize that if P then Q; P; therefore Q is valid whereas ifPf then Q; Q; therefore P is
y
not — presumably evolved only recently, perhaps sometime after the arrival of Homo sapiens. And by that time, belief and inference were already too richly intertwined to allow the two to ever be fully separate in everyday reasoning. The result is very much a kluge: a perfectly sound system of deliberate reasoning, all too often pointlessly clouded by prejudice and prior belief.
Studies of the brain bear this out: people evaluate syllogisms using two different neural circuits, one more closely associated with logic and spatial reasoning (bilateral parietal), the other more closely associated with prior belief (frontal-temporal). The former (logical and spatial) is effortful, the latter invoked automatically; getting the logic right is difficult.
In fact, truly explicit reasoning via logic probably isn't something that evolved, per se, at all. When humans do manage to be rational, in a formal logical sense, it's not because we are built that way, but because we are clever enough to learn the rules of logic (and to recognize their validity, once explained). While all normal human beings acquire language, the ability to use formal logic to acquire and reason about beliefs may be more of a cultural product than an evolutionary one, something made possible by evolution but not guaranteed by it. Formal reason seems to be present, if at all, primarily in literate cultures but difficult to discern in preliterate ones. The Russian psychologist Alexander Luria, for example, went to the mountains of central Asia in the late 1930s and asked the indigenous people to consider the logic of syllogisms like this one: "In a certain town in Siberia all bears are white. Your neighbor went to that town and he saw a bear. What color was that bear?" His respondents just didn't get it; a typical response would be, in essence, "How should I know? Why doesn't the professor go ask the neighbor himself?" Further studies later in the twentieth century essentially confirmed this pattern; people in nonliterate societies generally respond to queries about syllogisms by relying on the facts that they already know, apparently blind to the abstract logical relations that experimenters are inquiring about. This does not mean that people from those societies cannot learn formal logic — in general, at least the children can
— but it does show that acquiring an abstract logic is not a natural, automatic phenomenon in the way that acquiring language is. This in turn suggests that formal tools for reasoning about belief are at least as much learned as they are evolved, not (as assumed by proponents of the idea that humanity is innately rational) standard equipment.
Once we decide something is true (for whatever reason), we often make up new reasons for believing it. Consider, for example, a study that I ran some years ago. Half my subjects read a report of a study that showed that good firefighting was correlated with high scores on a measure of risk-taking ability; the other half of the subjects read the opposite: they were told of a study that showed that good firefighting was negatively correlated with risk-taking ability, that is, that risk takers made poor firefighters. Each group was then further subdivided. Some people were asked to reflect on what they read, writing down reasons for why the study they read about might have gotten the results it did; others were simply kept busy with a series of difficult geometrical puzzles like those found on an IQ test.
Then, as social psychologists so often do, I pulled the rug out from under my subjects: "Headline, this news just in — the study you read about in the first part of the experiment was a fraud. The scientists who allegedly studied firefighting actually made their data up! What I'd like to know is what you really think — is firefighting really correlated with risk taking?"
Even after I told people that the original study was complete rubbish, people in the subgroups who got a chance to reflect (and create their own explanations) continued to believe whatever they had initially read. In short, if you give someone half a chance to make up their own reasons to believe something, they'll take you up on the opportunity and start to believe it — even if their original evidence is thoroughly discredited. Rational man, if he (or she) existed, would only believe what is true, invariably moving from true premises to true conclusions. Irrational man, kluged product of evolution that he (or she) is, frequently moves in the opposite direction, starting with a conclusion and seeking reasons to believe it.
Belief, I would suggest, is stitched together out of three fundamental components: a capacity for memory (beliefs would be of no value if they came and went without any long-term hold on the mind), a capacity for inference (deriving new facts from old, as just discussed), and a capacity for, of all things, perception. 
Superficially, one might think of perception and belief as separate. Perception is what we see and hear, taste, smell, or feel, while belief is what we know or think we know. But in terms of evolutionary history, the two are not as different as they initially appear. The surest path to belief is to see something. When my wife's golden retriever, Ari, wags his tail, I believe him to be happy; mail falls through the slot, and I believe the mail has arrived. Or, as Chico Marx put it, "Who are you gonna believe, me or your own eyes?"
The trouble kicks in when we start to believe things that we don't directly observe. And in the modern world, much of what we believe is not directly or readily observable. Our capacity to acquire new beliefs vicariously — from friends, teachers, or the media, without direct experience — is a key to what allows humans to build cultures and technologies of fabulous complexity. My canine friend Ari learns whatever he learns primarily through trial and error; I learn what I learn mainly through books, magazines, and the Internet. I may cast some skepticism on what I read. (Did journalist-investigator Seymour Hersh really have a well-placed, anonymous source? Did movie reviewer Anthony Lane really even see Clerks IE) But largely, for better or worse, I tend to believe what I read, and I learn much of what I know through that medium. Ari (also for better or worse) knows only what he sees, hears, feels, tastes, or smells.
In the early 1990s, the psychologist Daniel Gilbert, now well known for his work on happiness, tested a theory that he traced back to the seventeenth-century philosopher Baruch de Spinoza. Spinoza's idea was that "all information is [initially] accepted during comprehension and . . . false information . . . unaccepted [only later]." As a test of Spinoza's hypothesis, Gilbert presented subjects with true and false propositions — sometimes interrupting them with a brief, distracting tone (which required them to press a button). Just as Spinoza might have predicted, interruptions increased the chance that subjects would believe the false proposition;* other studies showed that people are more likely to accept falsehoods if they are distracted or put under time pressure. The ideas we encounter are, other things being equal, automatically believed — unless and until there is a chance to properly evaluate them.
This difference in order (between hearing, accepting, and evaluating versus hearing, evaluating, and then accepting) might initially seem trivial, but it has serious consequences. Take, for example, a case that was recently described on Ira Glass's weekly radio show This American Life. A lifelong political activist who was the leading candidate for chair of New Hampshire's Democratic Party was accused of possessing substantial amounts of child pornography. Even though his accuser, a Republican state representative, offered no proof, the accused was forced to step down, his political career essentially ruined. A two-month investigation ultimately found no evidence, but the damage was done — our legal system may be designed around the principle of "innocent until proven guilty," but our mind is not.
Indeed, as every good lawyer knows intuitively, just asking about some possibility can increase the chance that someone will believe it. ("Isn't it true you've been reading pornographic magazines since you were twelve?" "Objection — irrelevant!") Experimental evidence bears this out: merely hearing something in the form of a question —
*The converse wasn't true: interrupting people's consideration of true propositions didn't lead to increased disbelief precisely because people initially accept that what they hear is true, whether or not they ultimately get a chance to properly evaluate it. 
rather than a declarative statement — is often enough to induce belief.
Why do we humans so often accept uncritically what we hear? Because of the way in which belief evolved: from machinery first used in the service of perception. And in perception, a high percentage of what we see is true (or at least it was before the era of television and Photoshop). When we see something, it's usually safe to believe it. The cycle of belief works in the same way — we gather some bit of information, directly, through our senses, or perhaps more often, indirectly through language and communication. Either way, we tend to immediately believe it and only later, if at all, consider its veracity.
The trouble with extending this "Shoot first, ask questions later" approach to belief is that the linguistic world is much less trustworthy than the visual world. If something looks like a duck and quacks like a duck, we are licensed to think it's a duck. But if some guy in a trenchcoat tells us he wants to sell us a duck, that's a different story. Especially in this era of blogs, focus groups, and spin doctors, language is not always a reliable source of truth. In an ideal world, the basic logic of perception (gather information, assume true, then evaluate if there is time) would be inverted for explicit, linguistically transmitted beliefs; but instead, as is often the case, evolution took the lazy way out, building belief out of a progressive overlay of technologies, consequences be damned. Our tendency to accept what we hear and read with far too little skepticism is but one more consequence.
Yogi Berra once said that 90 percent of the game of baseball was half mental; I say, 90 percent of what we believe is half cooked. Our beliefs are contaminated by the tricks of memory, by emotion, and by the vagaries of a perceptual system that really ought be fully separate — not to mention a logic and inference system that is as yet, in the early twenty-first century, far from fully hatched.
The dictionary defines the act of believing both as "accepting something as true" and as "being of the opinion that something exists, especially when there is no absolute proof." Is belief about what we know to be true or what we want to be true? That it is so often difficult for members of our species to tell the difference is a pointed reminder of our origins.
Evolved of creatures that were often forced to act rather than think, Homo sapiens simply never evolved a proper system for keeping track of what we know and how we've come to know it, uncontaminated by what we simply wish were so.
4
CHOICE 
People behave sometimes as if they had two selves, one who wants clean lungs and long life and another who adores tobacco, one who yearns to improve himself by reading Adam Smith on self-command (in The Theory of Moral Sentiments) and another who would rather watch an old movie on television. The two are in continual contest for control.
— THOMAS SCHELLINC 


IN TH E LAT E 1960s and early 1970s, in the midst of the craze for the TV show Candid Camera (forerunner of YouTube, reality TV, and shows like America's Funniest Home Videos), the psychologist Walter Mischel offered four-year-old preschoolers a choice: a marshmallow now, or two marshmallows if they could wait until he returned. And then, cruelly, he left them alone with nothing more than themselves, the single marshmallow, a hidden camera, and no indication of when he would return. A few of the kids ate the oh-so-tempting marshmallow the minute he left the room. But most kids wanted the bigger bonus and endeavored to wait. So they tried. Hard. But with nothing else to do in the room, the torture was visible. The kids did just about anything they could to distract themselves from the tempting marshmallow that stood before them: they talked to themselves, bounced up and down, covered their eyes, sat on their hands — strategies that more than a few adults might on occasion profitably adopt. Even so, for about half the kids, the 15 or 20 minutes until Mischel returned was just too long to wait.
Giving up after 15 minutes is a choice that could only really make sense under two circumstances: (1) the kids were so hungry that having the marshmallow now could stave off true starvation or (2) their prospects for a long and healthy life were so remote that the 20-minute future versions of themselves, which would get the two marshmallows, simply weren't worth planning for. Barring these rather remote possibilities, the children who gave in were behaving in an entirely irrational fashion.
Toddlers, of course, aren't the only humans who melt in the face of temptation. Teenagers often drive at speeds that would be unsafe even on the autobahn, and people of all ages have been known to engage in unprotected sex with strangers, even when they are aware of the risks. The preschoolers' marshmallows have a counterpart in my raspberry cheesecake, which I know I'll regret later but nevertheless want desperately now. If you ask people whether they'd rather have a certified check for $100 that they can cash now, or a check for twice as much that they can't cash for three years, more than half will take the $100 now. (Curiously— and I will come back to this later — most people's preferences reverse when the time horizon is lengthened, preferring $200 in nine years to $100 in six years.) Then there are the daily uncontrollable choices made by alcoholics, drug addicts, and compulsive gamblers. Not to mention the Rhode Island convict who attempted to escape from jail on day 89 of a 90-day prison sentence.
Collectively, the tendencies I just described exemplify what philosophers call "weakness of the will," and they are our first hint that the brain mechanisms that govern our everyday choices might be just as kluge-y as those that govern memory and belief.
Wikipedia defines Homo economicus, or Economic man, as the assumption, popular in many economic theories, that man is "a rational and self-interested actor who desires wealth, avoids unnecessary labor, and has the ability to make judgments towards those ends."
At first glance, this assumption seem awfully reasonable. Who among us isn't self-interested? And who wouldn't avoid unnecessary labor, given the chance? (Why clean your apartment unless you know that guests are coming?)
But as the architect Mies van der Rohe famously said, "God is in the details." We are indeed good at dodging unnecessary labor, but true rationality is an awfully high standard, frequently well beyond our grasp. To be truly rational, we would need, at a minimum, to face each decision with clear eyes, uncontaminated by the lust of the moment, prepared to make every decision with appropriately dispassionate views of the relevant costs and benefits. Alas, as we'll see in a moment, the weight of the evidence from psychology and neuroscience suggests otherwise. We can be rational on a good day, but much of the time we are not.
Appreciating what we as a species can and can't do well — when we are likely to make sound decisions and when we are likely to make a hash of them — requires moving past the idealization of economic man and into the more sticky territory of human psychology. To see why some of our choices appear perfectly sensible and others perfectly foolish, we need to understand how our capacity for choice evolved. 


I'll start with good news. On occasion, human choices can be entirely rational. Two professors at NYU, for example, studied what one might think of as the world's simplest touch-screen video game — and found that, within the parameters of that simple task, people were almost as rational (in the sense of maximizing reward relative to risk) as you could possibly imagine. Two targets appear (standing still) on a screen, one green, one red. In this task, you get points if you touch the green circle; you lose a larger number of points if you touch the red one. The challenge comes when the circles overlap, as they often do, and if you touch the intersection between the circles, you get both the reward and the (larger) penalty, thus accruing a net loss. Because people are encouraged to touch the screen quickly, and because nobody's hand-eye coordination is perfect, the optimal thing to do is to point somewhere other than the center of the green circle. For example, if the green circle overlaps but is to the right of the red circle, pointing to the center of the green circle is risky business: an effort to point at the exact center of the green circle will sometimes wind up off target, left of center, smack in the point-losing region where the green and red circles overlap. Instead, it makes more sense to point somewhere to the right of the center of the green circle, keeping the probability of hitting the green circle high, while minimizing the probability of hitting the red circle. Somehow people figure all this out, though not necessarily in an explicit or conscious fashion. Even more remarkably, they do so in a manner that is almost perfectly calibrated to the specific accuracy of their own individual system of hand-eye coordination. Adam Smith couldn't have asked for more.
The bad news is that such exquisite rationality may well be the exception rather than the rule. People are as good as they are at the pointing-at-circles task because it draws on a mental capacity — the ability to reach for things — that is truly ancient. Reaching is close to a reflex, not just for humans, but for every animal that grabs a meal to bring it closer to its mouth; by the time we are adults, our reaching system is so well tuned, we never even think about it. For instance, in a strict technical sense, every time I reach for my cup of tea, I make a set of choices. I decide that I want the tea, that the potential pleasure and the hydration offered by the beverage outweigh the risk of spillage. More than that, and even less consciously, I decide at what angle to send my hand. Should I use my left hand (which is closer) or my right hand (which is better coordinated)? Should I grab the cylindrical central portion of the mug (which holds the contents that I really want) or go instead for the handle, a less direct but easier-tograsp means to the tea that is inside? Our hands and muscles align themselves automatically, my fingers forming a pincer grip, my elbow rotating so that my hand is in perfect position. Reaching, central to life, involves many decisions, and evolution has had a long time to get them just right.
But economics is not supposed to be a theory of how people reach for coffee mugs; it's supposed be a theory of how they spend their money, allocate their time, plan for their retirement, and so forth — it's supposed to be, at least in part, a theory about how people make conscious decisions.
And often, the closer we get to conscious decision making, a more recent product of evolution, the worse our decisions become. When the NYU professors reworked their grasping task to make it a more explicit word problem, most subjects' performance fell to pieces. Our more recently evolved deliberative system is, in this particular respect, no match for our ancient system for muscle control. Outside that rarefied domain, there are loads of circumstances in which human performance predictably defies any reasonable notion of rationality.
Suppose, for example, that I give you a choice between participating in two lotteries. In one lottery, you have an 89 percent chance of winning $1 million, a 10 percent chance of winning $5 million, and a 1 percent chance of winning nothing; in the other, you have a 100 percent chance of winning $1 million. Which do you go for? Almost everyone takes the sure thing.
Now suppose instead your choice is slightly more complicated. You can take either an 11 percent chance at $1 million or a 10 percent chance of winning $5 million. Which do you choose? Here, almost everyone goes for the second choice, a 10 percent shot at $5 million.
What would be the rational thing to do? According to the theory of rational choice, you should calculate your "expected utility," or expected gain, essentially averaging the amount you would win across all the possible outcomes, weighted by their probability. An 11 percent chance at $1 million works out to an expected gain of $110,000; 10 percent at $5 million works out to an expected gain of $500,000, clearly the better choice. So far, so good. But when you apply the same logic to the first set of choices, you discover that people behave far less rationally. The expected gain in the lottery that is split 89 percent/ 10 percent/i percent is $1,390,000 (89 percent of $1 million plus 10 percent of $5 million plus 1 percent of $0), compared to a mere million for the sure thing. Yet nearly everyone goes for the million bucks
— leaving close to half a million dollars on the table. Pure insanity from the perspective of "rational choice."
Another experiment offered undergraduates a choice between two raffle tickets, one with 1 chance in 100 to win a $500 voucher toward a trip to Paris, the other, 1 chance in 100 to win a $500 voucher toward college tuition. Most people, in this case, prefer Paris. No big problem there; if Paris is more appealing than the bursar's office, so be it. But when the odds increase from 1 in 100 to 99 out of 100, most people's preferences reverse; given the near certainty of winning, most students suddenly go for the tuition voucher rather than the trip — sheer lunacy, if they'd really rather go to Paris.
To take an entirely different sort of illustration, consider the simple question I posed in the opening chapter: would you drive across town to save $25 on a $100 microwave? Most people would say yes, but hardly anybody would drive across town to save the same $25 on a $1,000 television. From the perspective of an economist, this sort of thinking too is irrational. Whether the drive is worth it should depend on just two things: the value of your time and the cost of the gas, nothing else. Either the value of your time and gas is less than $25, in which case you should make the drive, or your time and gas are worth more than $25, in which case you shouldn't make the drive — end of story. Since the labor to drive across town is the same in both cases and the monetary amount is the same, there's no rational reason why the drive would make sense in one instance and not the other.
On the other hand, to anyone who hasn't taken a class in economics, saving $25 on $100 seems like a good deal ("I saved 25 percent!"), whereas saving $25 on $1,000 appears to be a stupid waste of time ("You drove all the way across town to get 2.5 percent off? You must have nothing better to do"). In the clear-eyed arithmetic of the economist, a dollar is a dollar is a dollar, but most ordinary people can't help but think about money in a somewhat less rational way: not in absolute terms, but in relative terms.
What leads us to think about money in (less rational) relative terms rather than (more rational) absolute terms?
To start with, humans didn't evolve to think about numbers, much less money, at all. Neither money nor numerical systems are omnipresent. Some cultures trade only by means of barter, and some have simple counting systems with only a few numerical terms, such as one, two, many. Clearly, both counting systems and money are cultural inventions. On the other hand, all vertebrate animals are built with what some psychologists call an "approximate system" for numbers, such that they can distinguish more from less. And that system in turn has the peculiar property of being "nonlinear": the difference between 1 and 2 subjectively seems greater than the difference between 101 and 102. Much of the brain is built on this principle, known as Weber's law. Thus, a 150-watt light bulb seems only a bit brighter than a 100-watt bulb, whereas a 100-watt bulb seems much brighter than a 50-watt bulb.
In some domains, following Weber's law makes a certain amount of sense: a storehouse of an extra 2 kilos of wheat relative to a baseline of 100 kilos isn't going to matter if everything after the first kilos ultimately spoils; what really matters is the difference between starving and not starving. Of course, money doesn't rot (except in times of hyperinflation), but our brain didn't evolve to cope with money; it evolved to cope with food. 
And so even today, there's some remarkable crosstalk between the two. People are less likely to donate money to charities, for example, if they are hungry than if they are full; meanwhile, experimental subjects (excluding those who were dieting) who are put in a state of "high desire for money" eat more M&Ms during a taste test than do people who are in a state of "low desire for money."* To the degree that our understanding of money is kluged onto our understanding of food, the fact that we think about money in relative terms may be little more than one more accident of our cognitive history.
"Christmas Clubs," accounts into which people put away small amounts of money all year, with the goal of having enough money for Christmas shopping at the end of the year, provide another case in point. Although the goal is admirable, the behavior is (at least from the perspective of classical economics) irrational: Christmas Club accounts generally have low balances, so they tend to earn less interest than if the money were pooled with a person's other funds. And in any event, that money, sitting idle, might be better spent paying down high-interest credit card debt. Yet people do this sort of thing all the time, establishing real or imaginary accounts for different purposes, as if the money weren't all theirs.
Christmas Clubs and the like persist not because they are fiscally rational but because they are an accommodation to the idiosyncratic structure of our evolved brain: they provide a way of coping with the weakness of the will. If our self-control were better, we wouldn't need such accommodations. We would save money all year long in a unified account that receives the maximum rate of return, and draw on it as needed; only because the temptation of the present so
*How do you get people to lust after money? Let them imagine they'll win a significant amount of money in the lottery, then ask them to think about how they would spend it. The more money they are asked to envision, the more lust is engendered. In the particular experiment I describe, people in the "high desire for money" condition spent a few minutes thinking about how they'd spend a £25,000 prize, while people in the "low desire for money" condition spent a few minutes contemplating how they'd spend a £25 prize. A remarkable indicator of the influence of induced money lust came from a follow-up question: people were asked to estimate the size of coins. The bigger the lust, the larger their estimate. 
often outweighs the abstract reality of the future do we fail to do so such a simple, fiscally sound thing. (The temptation of the present also tends to leave our future selves high and dry. According one estimate, nearly two thirds of all Americans save too little for retirement.)
Rationality also takes a hit when we think about so-called sunk costs. Suppose, for instance, that you decide to see a play and plop down $20 for a ticket — only to find, as you enter the theater, that you've lost the ticket. Suppose, further, that you were to be seated in general admission (that is, you have no specific assigned seat), and there's no way to get the ticket back. Would you buy another ticket? Laboratory data show that half the people say yes, while the other half give up and go home, a 50-50 split; fair enough. But compare that scenario with one that is only slightly different. Say you've lost cash rather than a prepurchased ticket. ("Imagine that you have decided to see a play, and the admission is $20 per ticket. As you enter the theater, ready to purchase one, you discover that you have lost a $20 bill. Would you still pay $20 for a ticket for the play?") In this case, a whopping 88 percent of those tested say yes — even though the extra out-of-pocket expense, $20, is identical in the two scenarios.
Here's an even more telling example. Suppose you spend $100 for a ticket to a weekend ski trip to Michigan. Several weeks later you buy a $50 ticket for another weekend ski trip, this time to Wisconsin, which (despite being cheaper) you actually think you'll enjoy more. Then, just as you are putting your newly purchased Wisconsin ski-trip ticket in your wallet, you realize you've goofed: the two trips take place on the same weekend! And it's too late to sell either one. Which trip do you go on? More than half of test subjects said they would choose (more expensive) Michigan — even though they knew they would enjoy the Wisconsin option more. With the money for both trips already spent (and unrecoverable), this choice makes no sense; a person would get more utility (pleasure) out of the trip to Wisconsin for no further expense, but the human fear of "waste" convinces him or her to select the less pleasurable trip.* On a global scale, the same kind of dubious reasoning can have massive consequences. Even presidents have been known to stick to policies long after it's evident to everyone that those policies just aren't working.
Economists tell us that we should assess the value of a thing according to its expected utility, or how much pleasure it will bring,t buying only if the utility exceeds the asking price. But here again, human behavior diverges from economic rationality. If the first principle of how people determine value is that they do so in relative terms (as we saw in the previous section), the second is that people often have only the faintest idea of what something is truly worth.
Instead, we often rely on secondary criteria, such as how good a deal we think we're getting. Consider, for example, the question
* As a final illustration, borrowed from maverick economist Richard Thaler, imagine buying an expensive pair of shoes. You like them in the store, wear them a couple of times, and then, sadly, discover that they don't actually fit properly. What happens next? Based on his data, Thaler predicts the following: (1) The more you paid for the shoes, the more times you will try to wear them. (2) Eventually you stop wearing the shoes, but you do not throw them away. The more you paid for the shoes, the longer they will sit in the back of your closet before you dispose of them. (3) At some point, you throw the shoes away, regardless of what they cost, the payment having been fully "depreciated." As Thaler notes, wearing the shoes a few more times might be rational, but holding on to them makes little sense. (My wife, however, notes that your feet could shrink. Or, she adds brightly, "You never know, you might get some sort of foot surgery." Never give up on a nice pair of shoes!) 
fThis is not to say that prices need to be fixed, as they are on The Price Is Right. On this long-running show, the eternally young Bob Barker would, at the end of every segment (until he finally retired in June 2007), intone that "the actual retail value" of some product was such and such: $242 for this watch, $32,733 for this car. But in real life prices don't work that way. Some prices really are fixed, but most vary to some degree or other. Even as a child I found the whole concept puzzling. How could Barker tell us that a Hershey bar cost 30C — didn't it matter which store he got the candy from? After all, as I well knew, the neighborhood convenience store charged more than the supermarket. (No economist would object to this particular discrepancy; if you need milk at 2 A.M. , and the convenience store is the only place open, it makes sense to pay a premium, and in this regard humans are perfectly rational.) 
posed in Bob Merrill's classic sing-along: "How much is that doggie in the window?" How much is a well-bred doggie worth? Is a golden retriever worth a hundred times the price of a movie? A thousand times? Twice the value of a trip to Peru? A tenth of the price of a BMW convertible? Only an economist would ask.
But what people actually do is no less weird, often giving more attention to the salesperson's jabber than the dog in question. If the breeder quotes a price of $600 and the customer haggles her down to $500, the customer buys the dog and counts himself lucky. If the salesperson starts at $500 and doesn't budge, the customer may walk out in a huff. And, most likely, that customer is a fool. Assuming the dog is healthy, the $500 probably would have been well spent.*
To take another example, suppose you find yourself on a beach, on a hot day, with nothing to drink — but a strong desire for a nice cold beer. Suppose, furthermore, that a friend of yours kindly offers to get you a beer, provided that you front him the money. His only request is that you tell him — in advance — the most you are willing to pay; your friend doesn't want to have the responsibility of deciding for you. People often set their limit according to where the beer is going to be purchased; you might go as high as $6 if the beer is to be purchased at a resort, but no more than $4 if the friend were going to a bodega at the end of the beach. From an economist's perspective, that's just loopy: the true measure should be "How much pleasure would that beer bring me?" and not "Is the shop/resort charging a price that is fair relative to other similar establishments?" Six dollars is $6, and if the beer would bring $10 of pleasure, $6 is a bargain, even if one spends it at the world's most expensive bodega. In the dry language of one economist, "The consumption experience is the same."
*I'm neither a dog owner nor a "dog person," but if my wife's experience is at all typical, a fluffy golden may be among the best things money can buy. She's had hers for a dozen years, and he still brings her pleasure every day, far more than I can say for any of the myriad electronic gadgets I've ever acquired. 
The psychologist Robert Cialdini tells a story of a shopkeeper friend of his who was having trouble moving a certain set of necklaces. About to go away for vacation, this shopkeeper left a note for her employees, intending to tell them to cut the price in half. Her employees, who apparently had trouble reading the note, instead doubled the price. If the necklaces didn't budge at $100, you'd scarcely expect them to sell at $200. But that's exactly what happened; by the time the shopkeeper had returned, the whole inventory was gone. Customers were more likely to buy a particular necklace if it had a high price than if it had a low price — apparently because they were using list price (rather than intrinsic worth) as a proxy for value. From the perspective of economics, this is madness.
What's going on here? These last few examples should remind you of something we saw in the previous chapter: anchoring. When the value we set depends on irrelevancies like a shopkeeper's starting price as much as it does on an object's intrinsic value, anchoring has clearly cluttered our head.
Anchoring is such a basic part of human cognition that it extends not just to how we value puppies or material goods, but even to intangibles like life itself. One recent study, for example, asked people how much they would pay for safety improvements that would reduce the annual risk of automobile fatalities. Interviewers would start by asking interviewees whether they would be willing to pay some fairly low price, either £25 or £75. Perhaps because nobody wished to appear to be a selfish lout, answers were always in the affirmative. The fun came after: the experimenter would just keep pushing and pushing until he (or she) found a given subject's upper limit. When the experimenter started with £25 per year, subjects could be driven up to, on average, £149. In contrast, when the experimenter started at £75 per year, subjects tended to go up almost 40 percent higher to an average maximum of £232.
Indeed, virtually every choice that we make, economic or not, is, in some way or another, influenced by how the problem is posed. Consider, for example, the following scenario:
Imagine that the nation is preparing for the outbreak of an unusual disease, which is expected to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume that the exact scientific estimates of the consequences of the programs are as follows:
If Program A is adopted, 200 people will be saved.
If Program B is adopted, there is a one-third probability that 600 people will be saved and a two-thirds probability that no people will be saved.
Most people would choose Program A, not wanting to put all the lives at risk. But people's preferences flip if the same choices are instead posed this way:
If Program A is adopted, 400 people will die.
If Program B is adopted, there is a one-third probability that nobody will die and a two-thirds probability that 600 people will die.
"Saving 200 lives" for certain (out of 600) somehow seems like a good idea, whereas letting 400 die (out of the same 600) seems bad
— even though they represent exactly the same outcome. Only the wording of the question, what psychologists call framing, has been changed.
Politicians and advertisers take advantage of our susceptibility to framing all the time. A death tax sounds far more ominous than an inheritance tax, and a community that is described as having a crime rate of 3.7 percent is likely to get more resources than one that is described as 96.3 percent crime free.
Framing has the power that it does because choice, like belief, is inevitably mediated by memory. And, as we have already seen, the memory that evolution equipped us with is inherently and inevitably shaped by momentary contextual details. Change the context (here, the actual words used), and you often change the choice. "Death tax" summons thoughts of death, a fate that we all fear, whereas "inheritance tax" may make us think only of the truly wealthy, suggesting a tax scarcely relevant to the average taxpayer. "Crime rates" makes us think of crime; "crime-free rates" triggers thoughts of safety. What we think of — what we summon into memory as we come to a decision — often makes all the difference.
Indeed, the whole field of advertising is based on that premise: if a product brings pleasant associations to mind, no matter how irrelevant, you're more likely to buy it.*
One Chicago law firm recently put the power of memory and suggestion to the ultimate test, flogging not potato chips or beer but the dissolution of marriage. Their tool? A 48-foot-wide billboard made of three panels — the torso of an exceptionally attractive woman, breasts all but bursting out of her lacy black bra; the torso of a man no less handsome, shirtless, with his well-oiled muscles bulging; and, just above the law firm's name and contact information, a slogan containing just five words: LIFE's SHORT — GET A DIVORCE.
In a species less driven by contextual memory and spontaneous priming, I doubt that sign would have any impact. But in a species like ours, there's reason to worry. To seek a divorce is, of course, to make one of the most difficult choices a human being can make. One must weigh hopes for the future against fears of loneliness, regret, financial implications, and (especially) concerns about children. Few
*The future of advertising on the Internet is no doubt going to revolve around personalized framing. For example, some people tend to focus on achieving ideals (what is known in the literature as having a "promotion focus") while others tend toward a "prevention focus," aimed at avoiding failure. People with promotion focus may be more responsive to appeals pitched in terms of a given product's advantages, while people with a prevention focus may be more responsive to pitches emphasizing the cost of making do without the product. 
people make such decisions lightly. In a rational world, a titillating billboard wouldn't make a dime's difference. In the real world of flesh-and-blood human beings governed by klugey brains, people who weren't otherwise thinking of divorce might well be induced to start. What's more, the billboard might frame how people think about divorce, leading them to evaluate their marriage not in terms of companionship, family, and financial security, but whether it includes enough ripped bodices and steamy sexual encounters.
If this seems speculative, that's because the law firm took the sign down, under pressure, after just a couple of weeks, so there's no direct evidence. But a growing literature of real-world marketing studies backs me up. One study, for example, asked people how likely they were to buy a car in the next six months. People who were asked whether they'd buy a car were almost twice as likely to actually do so than those who weren't asked. (Small wonder that many car dealers ask not whether you are going to buy a car but when.) The parallel to a lawyer's leading question is exact, the mechanism the same. Just as context influences belief by jostling the current contents of our thoughts, it also affects choice.
The cluster of phenomena I've just discussed — framing, anchoring, susceptibility to advertising, and the like — is only part of the puzzle; our choices are also contaminated by memories retrieved from within. Consider, for example, a study that examined how office workers, some feeling hungry, some not, would select which snack they'd like to have a week hence, in the late afternoon. Seventy-two percent of those who were hungry at the time of the decision (several days before they would be having the snack in question) chose unhealthful snacks, like potato chips or candy bars. Among the people who weren't feeling hungry, only 42 percent chose the same unhealthful snacks; most instead committed themselves to apples and bananas. Everybody knows an apple is a better choice (consistent with our long-term goal of staying healthy), but when we feel hungry, memories of the joys of salt and refined sugar win out.
All of this is, of course, a function of evolution. Rationality, pretty much by definition, demands a thorough and judicious balancing of evidence, but the circuitry of mammalian memory simply isn't attuned to that purpose. The speed and context-sensitivity of memory no doubt helped our ancestors, who had to make snap decisions in a challenging environment. But in modern times, this former asset has become a liability. When context tells us one thing, but rationality another, rationality often loses.
Evolutionary inertia made a third significant contribution to the occasional irrationality of modern humans by calibrating us to expect a degree of uncertainty that is largely (and mercifully) absent in contemporary life. Until very recently, our ancestors could not count on the success of next year's harvest, and a bird in hand was certainly better than two, or even three, in the bush. Absent refrigerators, preservatives, and grocery stores, mere survival was far less assured than it is today — in the immortal words of Thomas Hobbes, life was "nasty, brutish, and short."
As a result, over hundreds of millions of years, evolution selected strongly for creatures that lived largely in the moment. In every species that's ever been studied, animals tend to follow what is known as a "hyperbolic discounting curve" — fancy words for the fact that organisms tend to value the present far more than the future. And the closer temptation is, the harder it is to resist. For example, at a remove of 10 seconds, a pigeon can recognize (so to speak) that it's worth waiting 14 seconds to get four ounces of food rather than a single ounce in 10 seconds — but if you wait 9 seconds and let the pigeon change its choice at the last moment, it will. At the remove of just 1 second, the desire for food now overwhelms the desire for more food later; the pigeon refuses to wait an extra 4 seconds, like a hungry human noshing on chips while he waits for dinner to arrive.
Life is generally much more stable for humans than for the average pigeon, and human frontal lobes much larger, but still we humans can't get over the ancestral tendency to live in the moment. When we are hungry, we gobble French fries as if driven to lard up on carbs and fat now, since we might not find any next week. Obesity is chronic not just because we routinely underexercise, but also because our brain hasn't caught up with the relative cushiness of modern life.* We continue to discount the future enormously, even as we live in a world of all-night grocery stores and 24/7 pizza delivery.
Future discounting extends well beyond food. It affects how people spend money, why they fail to save enough for retirement, and why they so frequently rack up enormous credit card debt. One dollar now, for example, simply seems more valuable than $1.20 a year hence, and nobody seems to think much about how quickly compound interest rises, precisely because the subjective future is just so far away — or so we are evolved to believe. To a mind not evolved to think about money, let alone the future, credit cards are almost as serious a problem as crack. (Fewer than 1 in 50 Americans uses crack regularly, but nearly half carry regular credit card debt, almost 10 percent owing over $10,000.)
Our extreme favoritism toward the present at the expense of the future would make sense if our life span were vastly shorter, or if the world were much less predictable (as was the case for our ancestors), but in countries where bank accounts are federally insured and grocery stores reliably restocked, the premium we place on the present is often seriously counterproductive.
The more we discount the future, the more we succumb to short-term temptations like drugs, alcohol, and overeating. As one researcher, Howard Rachlin, sums it up,
in general, living a healthy life for a period of ten years, say, is in
trinsically satisfying . . . Over a ten-year period, virtually all
^Ironically, our ability to moderate temptation increases with age, even as our life expectancy goes down. Children, who are the most likely to live into the future, are the least likely to be patient enough to wait for it. 
would prefer living a healthy life to being a couch potato. Yet we
also (more or less) prefer to drink this drink than not to drink it,
to eat this chocolate sundae than to forgo it, to smoke this cigarette 
than not smoke it, to watch this TV program than spend a half-
hour exercising .. . [emphasis added]
I don't think it's exaggerating to say that this tension between the short term and the long term defines much of contemporary Western life: the choice between going to the gym now and staying home to watch a movie, the joy of the French fries now versus the pain of winding up later with a belly the size of Buddha's.
But the notion that we are shortsighted in our choices actually explains only half of this modern bourgeois conflict. The other half of the story is that we humans are the only species smart enough to appreciate the fact that there is another option. When the pigeon goes for the one ounce now, I'm not sure it feels any remorse at what has been lost. I, on the other hand, have shown myself perfectly capable of downing an entire bag of the ironically named Smartfood popcorn, even as I recognize that in a few hours I will regret it.
And that too is a sure sign of a kluge: when I can do something stupid even as I know at the time that it's stupid, it seems clear that my brain is a patchwork of multiple systems working in conflict. Evolution built the ancestral reflexive system first and evolved systems for rational deliberation second — fine in itself. But any good engineer would have put some thought into integrating the two, perhaps largely or entirely turning over choices to the more judicious human forebrain (except possibly during time-limited emergencies, where we have to act without the benefit of reflection). Instead, our ancestral system seems to be the default option, our first recourse just about all the time, whether we need it or not. We eschew our deliberative system not just during a time crunch, but also when we are tired, distracted, or just plain lazy; using the deliberative system seems to require an act of will. Why? Perhaps it's simply because the older system came first, and — in systems built through the progressive overlay of technology — what comes first tends to remain intact. And no matter how shortsighted it is, our deliberative system (if it manages to get involved at all) inevitably winds up contaminated. Small wonder that future discounting is such a hard habit to shake.
Choice slips a final cog when it comes to the tension between logic and emotion. The temptation of the immediate present is but one example; many alcoholics know that continued drink will bring them to ruin, but the anticipated pleasure in a drink at a given moment is often enough to overwhelm sensible choice. Emotion one, logic zero.
Perhaps it is only a myth that Menelaus declared war on the Trojans after Paris abducted the woman Menelaus loved, but there can be little doubt that some of the most significant decisions in history have been made for reasons more emotional than rational. This may well, for example, have been the case in the 2003 invasion of Iraq; only a few months earlier, President Bush was quoted as saying, in reference to Saddam Hussein, "After all, this is the guy who tried to kill my dad." Emotion almost certainly plays a role when certain individuals decide to murder their spouse, especially one caught in flagrante delicto. Positive emotions, of course, influence many decisions too — the houses people buy, the partners they marry, the sometimes dubious individuals with whom they have short-term flings. As my father likes to say, "All sales" — and indeed all choices
—	 "are emotional." From the perspective developed in this book, what is klugey is not so much the fact that people sometimes rely on emotions but rather the way those emotions interact with the deliberative system. This is true not just in the obvious scenarios I mentioned — those involving jealousy, love, vengeance, and so forth — but even in cases that don't appear to engage our emotions at all. Consider, for exam
ple, a study that asked people how much they would contribute toward various environmental programs, such as saving dolphins or providing free medical checkups to farm workers in order to reduce the incidence of skin cancer. When asked which effort they thought was more important, most people point to the farm workers (perhaps because they valued human lives more than those of dolphins). But when researchers asked people how much money they would donate to each cause, dolphins and farm workers, they gave more to the cuddly dolphins. Either choice on its own might make sense, but making the two together is as inconsistent as you can get. Why would someone spend more money on dolphins if that person thinks that human lives are more important? It's one thing for our deliberative system to be out of sync with the ancestral system, another for the two to flip-flop arbitrarily in their bid for control.
In another recent study, people were shown a face — happy, sad, or neutral — for about a sixtieth of a second — and then were asked to drink a "novel lemon-lime beverage." People drank more lemon-lime after seeing happy faces than after viewing sad ones, and they were willing to pay twice as much for the privilege. All this presumably shows that the process of priming affects our choices just as much as our beliefs: a happy face primes us to approach the drink as if it were pleasant, and a sad face primes us to avoid the drink (as if it were unpleasant). Is it any wonder that advertisers almost always present us with what the rock band REM once called "shiny, happy people"?
An even more disquieting study asked a group of subjects to play a game known as "prisoner's dilemma," which requires pairs of people to choose to either cooperate with each other or "defect" (act uncooperatively). You get the bigger payoff if you and the other person both cooperate (say, $10), an intermediate reward (say, $3) if you defect and your opponent cooperates, and no reward if you both defect. The general procedure is a staple in psychology research; the catch in this particular study was that before people began to play the game, they sat in a waiting room where an ostensibly unrelated news broadcast was playing in the background. Some subjects heard prosocial news (about a clergyman donating a kidney to a needy patient); others, by contrast, heard a broadcast about a clergyman committing murder. What happened? You guessed it: people who heard about the good clergyman were a lot more cooperative than those who heard about the bad clergyman.
In all these studies, emotions of one sort or another prime memories, and those memories in turn shape choice. A different sort of illustration comes from what economist George Loewenstein calls "the attraction of the visceral." It's one thing to turn down chocolate cheesecake in the abstract, another when the waiter brings in the dessert cart. College students who are asked whether they'd risk wasting 30 minutes in exchange for a chance to win all the freshly baked chocolate chip cookies they could eat are more likely to say yes if they actually see (and smell) the cookies than if they are merely told about them.
Hunger, however, is nothing compared to lust. A follow-up study exposed young men to either a written or a (more visceral) filmed scenario depicting a couple who had met earlier in the evening and are now discussing the possibility of (imminently) having sex. Both are in favor, but neither party has a condom, and there is no store nearby. The woman reports that she is taking a contraceptive pill and is disease-free; she leaves it up to the man to decide whether to proceed, unprotected. Subjects were then asked to rate their own probability of having unprotected sex if they were in the male character's shoes. Guess which group of men — readers or video watchers — was more likely to throw caution to the wind? (Undergraduate men are also apparently able to persuade themselves that their risk of contracting a sexually transmitted disease goes down precisely as the attractiveness of their potential partner goes up.) The notion that men might think with organs below the brain is not new, but the experimental evidence highlights rather vividly the degree to which our choices don't necessarily follow from purely "rational" considerations. Hunger, lust, happiness, and sadness are all factors that most of us would say shouldn't enter into rational thought. Yet evolution's progressive overlay of technology has guaranteed that each wields an influence, even when we insist otherwise.
The clumsiness of our decision-making ability becomes especially clear when we consider moral choices. Suppose, for example, that a runaway trolley is about to run over and kill five people. You (and you alone) are in a position such that you can hit a switch to divert the trolley onto a different set of tracks, where it would kill only one person instead of five. Do you hit the switch?
Now, suppose instead that you are on a footbridge, standing above the track that bears the runaway trolley. This time, saving the five people would require you to push a rather large person (considerably bigger than you, so don't bother to volunteer yourself) off the footbridge and into the oncoming trolley. The large person in question would, should you toss him over, die, allowing the other five to survive. Would thatbe okay? Although most people answer yes to the scenario involving the switch, most people say no to pushing someone off the footbridge — even though in both cases five lives are saved at the cost of one.
Why the difference? Nobody knows for sure, but part of the answer seems to be that there is something more visceral about the second scenario; it's one thing to flip a switch, which is inanimate and somewhat removed from the actual collision, and another to forcibly send someone to his death.
One historical example of how visceral feelings affect moral choice is the unofficial truce called by British and German soldiers during Christmas 1914, early in World War I. The original intention was to resume battle afterward, but the soldiers got to know one another during the truce; some even shared a Christmas meal. In so doing, they shifted from conceptualizing one another as enemies to seeing each other as flesh-and-blood individuals. The consequence was that after the Christmas truce, the soldiers were no longer able to kill one another. As the former president Jimmy Carter put it in his Nobel Peace Prize lecture (2002), "In order for us human beings to commit ourselves personally to the inhumanity of war, we find it necessary first to dehumanize our opponents."
Both the trolley problem and the Christmas truce remind us that though our moral choices may seem to be the product of a single process of deliberative reasoning, our gut, in the end, often also plays a huge role, whether we are speaking of something mundane, like a new car, or making decisions with lives at stake.
The trolley scenarios illustrate the split by showing how we can get two different answers to essentially the same question, depending on which system we tap into. The psychologist Jonathan Haidt has tried to go a step further, arguing that we can have strong moral intuitions even when we can't back them up with explicit reasons. Consider, for example, the following scenario:
Julie and Mark are brother and sister. They are traveling together in France on summer vacation from college. One night they are staying alone in a cabin near the beach. They decide that it would be interesting and fun if they tried making love. At the very least it would be a new experience for each of them. Julie was already taking birth control pills, but Mark uses a condom too, just to be safe. They both enjoy making love, but they decide not to do it again. They keep that night as a special secret, which makes them feel even closer to each other. What do you think about that? Was it okay for them to make love?
Every time I read this passage, I get the creeps. But why exactly is it wrong? As Haidt describes it,
most people who hear the above story immediately say that it was wrong for the siblings to make love, and they then begin searching for reasons. They point out the dangers of inbreeding, only to remember that Julie and Mark used two forms of birth control. They argue that Julie and Mark will be hurt, perhaps emotionally, even though the story makes it clear that no harm befell them. Eventually, many people say something like "I don't know, I can't explain it, I just know it's wrong."
Haidt calls this phenomenon — where we feel certain that something is wrong but are at a complete loss to explain why — "moral dumbfounding." I call it an illustration of how the emotional and the judicious can easily decouple. What makes moral dumbfounding possible is the split between our ancestral system — which looks at an overall picture without being analytical about the details
— and a judicious system, which can parse things piece by piece. As is so often the case, where there is conflict, the ancestral system wins: even though we know we can't give a good reason, our emotional queasiness lingers.
When you look inside the skull, using neuroimaging, you find further evidence that our moral judgments derive from two distinct sources: people's choices on moral dilemmas correlate with how they use their brains. In experimental trials like those mentioned earlier, the subjects who chose to save five lives at the expense of one tended to rely on the regions of the brain known as the dorsolateral prefrontal cortex and the posterior parietal cortex, which are known to be important for deliberative reasoning. On the other hand, people who decided in favor of the single individual at the cost of five tended to rely more on regions of the limbic cortex, which are more closely tied to emotion.*


What makes the human mind a kluge is not the fact that we have two systems per se but the way in which the two systems interact. In principle, a deliberative reasoning system should be, well, deliberate: above the fray and unbiased by the considerations of the emotional
*Fans of the history of neuroscience will recognize this as the brain region that was skewered in the brain of one Phineas Gage, injured on September 13,1848. 
system. A sensibly designed deliberative-reasoning machine would systematically search its memory for relevant data, pro and con, so that it could make systematic decisions. It would be attuned as much to disconfirmation as confirmation and utterly immune to patently irrelevant information (such as the opening bid of a salesperson whose interests are necessarily different from your own). This system would also be empowered to well and truly stifle violations of its master plan. ("I'm on a diet. No chocolate cake. Period.") What we have instead falls between two systems — an ancestral, reflexive system that is only partly responsive to the overall goals of the organism, and a deliberative system (built from inappropriate old parts, such as contextual memory) that can act in genuinely independent fashion only with great difficulty.
Does this mean that our conscious, deliberate choices are always the best ones? Not at all. As Daniel Kahneman has observed, the reflexive system is better at what ztdoes than the deliberative system is at deliberating. The ancestral system, for example, is exquisitely sensitive to statistical fluctuations — its bread and butter, shaped over eons, is to track the probabilities of finding food and predators in particular locations. And while our deliberative system can be deliberate, it takes a great deal of effort to get it to function in genuinely fair and balanced ways. (Of course, this is no surprise if you consider that the ancestral system has been shaped for hundreds of millions of years, but deliberative reasoning is still a bit of a newfangled invention.)
So, inevitably, there are decisions for which the ancestral system is better suited; in some circumstances it offers the only real option. For instance, when you have to make a split-second decision
— whether to brake your car or swerve into the next lane — the deliberative system is just too slow. Similarly, where we have many different variables to consider, the unconscious mind — given suitable time — can sometimes outperform the conscious deliberative mind; if your problem requires a spreadsheet, there's a chance that the ancestral, statistically inclined mind might be just the ticket. As Malcolm Gladwell said in his recent book Blink, "Decisions made very quickly can be every bit as good as decisions made consciously and deliberately."
Still, we shouldn't blindly trust our instincts. When people make effective snap decisions, it's usually because they have ample experience with similar problems. Most of Gladwell's examples, like that of an art curator who instantly recognizes a forgery, come from experts, not amateurs. As the Dutch psychologist Ap Dijksterhuis, one of the world's leading researchers on intuition, noted, our best intuitions are those that are the result of thorough unconscious thought, honed by years of experience. Effective snap decisions (Gladwell's "blinks") often represent the icing on a cake that has been baking for a very long time. Especially when we face problems that differ significantly from those that we've faced before, deliberative reasoning can be our first and best hope.
It would be foolish to routinely surrender our considered judgment to our unconscious, reflexive system, vulnerable and biased as it often is. But it would be just as silly to abandon the ancestral reflexive system altogether: it's not entirely irrational, just less reasoned. In the final analysis, evolution has left us with two systems, each with different capabilities: a reflexive system that excels in handling the routine and a deliberative system that can help us think outside the box.
Wisdom will come ultimately from recognizing and harmonizing the strengths and weaknesses of the two, discerning the situations in which our decisions are likely to be biased, and devising strategies to overcome those biases.
5
LANG UAG E 
One morning I shot an elephant in my pajamas. How he got into my pajamas I'll never know.
— GROUCHO MARX 
SHE SELLS SEASHELLS by the seashore. A pleasant peasant pheasant plucker plucks a pleasant pheasant. These are words that twist the tongue.
Human language may seem majestic, from the perspective of a vervet monkey confined to a vocabulary of three words (roughly, eagle, snake, and leopard). But in reality, language is filled with foibles, imperfections, and idiosyncrasies, from the way we pronounce words to the ways we put together sentences. We start, we stop, we stutter, we use like as a punctuation marker; we swap our consonants like the good Reverend William Archibald Spooner (1844-1930), who turned Shakespeare's one fell swoop into one swell foop. (A real smart feller^ becomes a real... well, you get the idea.) We may say bridge of the neck when we really mean bridge of the nose; we may mishear All of the members of the group grew up in Philadelphia as All of the members of the group threw up in Philadelphia. Mistakes like these* are a tic of the human mind.
The challenge, for the cognitive scientist, is to figure out which idiosyncrasies are really important. Most are mere trivia, amusing but not reflective of the deep structures of the mind. The word driveway, 
*If to err is human, to write it down is divine. This chapter is written in memory of the late Vicki Fromkin, an early pioneer in linguistics who was the first to systematically collect and study human speech errors. You can read more about her at http:// www.linguistics.ucla.edu/people/fromkin/fromkin.htm. 
for example, used to refer to driving on a private road that went from a main road to a house. In truth, we still drive on (or at least into) driveways, but we scarcely notice the driving part, since the drive is short; the word's meaning shifted when real estate boomed and our ideas of landscaping changed. (The park in parkways had nothing to do with parking, but rather with roads that ran along or through parks, woodsy green places that have given way to suburbs and the automobile.) Yet facts like these reveal nothing deep about the mind because other languages are free to do things more systematically, so that cars would park, for example, in a Parkplatz. 
Likewise it is amusing but not deeply significant to note that we "relieve" ourselves in water closets and bathrooms, even though our W.C.'s are bigger than closets and our bathrooms have no baths. (For that matter, public restrooms may be public, and may be rooms, but I've never seen anyone rest in one.) But our reluctance to say where we plan to go when we "have to go" isn't really a flaw in language; it's just a circumlocution, a way of talking around the details in order to be polite.
Some of the most interesting linguistic quirks, however, run deeper, reflecting not just the historical accidents of particular languages, but fundamental truths about those creatures that produce language — namely, us.
Consider, for instance, the fact that all languages are rife with ambiguity, not just the sort we use deliberately ("I can't recommend this person enough") or that foreigners produce by accident (like the hotel that advised its patrons to "take advantage of the chambermaid"), but the sort that ordinary people produce quite by accident, sometimes with disastrous consequences. One such case occurred in 1982, when a pilot's ambiguous reply to a question about his position ("at takeoff") led to a plane crash that killed 583 people; the pilot in question said "Ready for takeoff," but air traffic control interpreted this as meaning "in the process of taking off."
To be perfect, a language would presumably have to be unambiguous (except perhaps where deliberately intended to be ambiguous), sys
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tematic (rather than idiosyncratic), stable (so that, say, grandparents could communicate with their grandchildren), nonredundant (so as not to waste time or energy), and capable of expressing any and all of our thoughts.* Every instance of a given speech sound would invariably be pronounced in a constant way, each sentence as clean as a mathematical formula. In the words of one of the leading philosophers of the twentieth century, Bertrand Russell,
in a logically perfect language, there will be one word and no more for every simple object, and everything that is not simple will be expressed by a combination of words, by a combination derived, of course, from the words for the simple things that enter in, one word for each simple component. A language of that sort will be completely analytic, and will show at a glance the logical structure of the facts asserted or denied.
Every human language falls short of this sort of perfection. Russell was probably wrong in his first point — it's actually quite handy (logical, even) for a language to allow for the household pet to be referred to as Fido, a dog, a poodle, a mammal, and an animal — but right in thinking that in an ideal language, words would be systematically related in meaning and in sound. But this is distinctly not the case. The words jaguar, panther, ocelot, and puma, for example, sound totally different, yet all refer to felines, while hardly any of the words that sound like cat — cattle, catapult, catastrophe — have any connection to cats.
Meanwhile, in some cases language seems redundant (couch and sofa mean just about the same thing), and in others, incomplete (for example, no language can truly do justice to the subtleties of what we can smell). Other thoughts that seem perfectly coherent can be surprisingly difficult to express; the sentence Whom do you think that 
* Forgive me if I leave poetry out of this. Miscommunication can be a source of mirth, and ambiguity may enrich mysticism and literature. But in both cases, it's likely that we're making the best of an imperfection, not exploiting traits specifically shaped by their adaptive value. 
John left? (where the answer is, say, Mary, his first wife) is grammatical, but the ostensibly similar Whom do you think that left Mary? (where the answer would be John) is not. (A number of linguists have tried to explain this phenomenon, but it's hard to understand why this asymmetry should exist at all; there's no real analogy in mathematics or computer languages.)
Ambiguity, meanwhile, seems to be the rule rather than the exception. A run can mean anything from a jog to a tear in a stocking to scoring a point in baseball, a hit anything from a smack to a best-selling tune. When I say "I'll give you a ring tomorrow," am I promising a gift of jewelry or just a phone call? Even little words can be ambiguous; as Bill Clinton famously said, "It all depends on what the meaning of the word 'is' is." Meanwhile, even when the individual words are clear, sentences as a whole may not be: does Put the hook on the towel on the table mean that there is a book on the towel that ought to be on the table or that a book, which ought to be on a towel, is already on the table?
Even in languages like Latin, which might — for all its cases and word endings — seem more systematic, ambiguities still crop up. For instance, because the subject of a verb can be left out, the third-person singular verb Amat can stand on its own as a complete sentence
— but it might mean "He loves," "She loves," or "It loves." As the fourth-century philosopher Augustine, author of one of the first essays on the topic of ambiguity, put it, in an essay written in the allegedly precise language of Latin, the "perplexity of ambiguity grows like wild flowers into infinity."
And language falls short on our other criteria too. Take redundancy. From the perspective of maximizing communication relative to effort, it would make little sense to repeat ourselves. Yet English is full of redundancies. We have "pleonasms" like null and void, cease and desist, and for all intents and purposes, and pointless redundancies like advance planning. And then there's the third-person singular suffix -s, which we use only when we can already tell from the subject
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that we have a third-person singular. The -5 in he buys, relative to they buy, gives you no more information than if we just dropped the -s altogether and relied on the subject alone. The sentence These three dogs are retrievers conveys the notion of plurality not once but five times — in pluralizing the demonstrative pronoun {these as opposed to this), in the numeral {three), in the plural noun (dogs versus dog), in the verb (are versus is), and a final time in the final noun (retrievers versus retriever). In languages like Italian or Latin, which routinely omit subjects, a third-person plural marker makes sense; in English, which requires subjects, the third-person plural marker often adds nothing. Meanwhile, the phrase Johns picture, which uses the possessive -'s, is ambiguous in at least three ways. Does it refer to a picture John took of someone else (say, his sister)? A photo that someone else (say, his sister) took of him? Or a picture of something else altogether (say, a blue-footed booby, Sula nebouxii), taken by someone else (perhaps a photographer from National Geographic), which John merely happens to own?
And then there's vagueness. In the sentence It's warm outside, there's no clear boundary between what counts as warm and what counts as not warm. Is it 70 degrees? 69? 68? 67? I can keep dropping degrees, but where do we draw the line? Or consider a word like heap. How many stones does it take to form a heap? Philosophers like to amuse themselves with the following mind-twister, known as a sorites (rhymes with pieties) paradox:
Clearly, one stone does not make a heap. If one stone is not enough to qualify as a heap of stones, nor should two, since adding one stone to a pile that is not a heap should not turn that pile into a heap. And if two stones don't make a heap, three stones shouldn't either — by a logic that seemingly ought to extend to infinity. Working in the opposite direction, a man with 10,000 hairs surely isn't bald. But just as surely, plucking one hair from a man who is not bald should not produce a transition from notbald to bald. So if a man with 9,999 hairs cannot be judged to be bald, the same should apply to a man with 9,998. Following the logic to its extreme, hair by hair, we are ultimately unable even to call a man with zero hairs "bald."
If the boundary conditions of words were more precise, such reasoning (presumably fallacious) might not be so tempting.
Adding to the complication is the undeniable fact that languages just can't help but change over time. Sanskrit begat Hindi and Urdu; Latin begat French, Italian, Spanish, and Catalan. West Germanic begat Dutch, German, Yiddish, and Frisian. English, mixing its Anglo-Saxon monosyllables (Halt!) with its Greco-Latin impress-your-friends polysyllables (Abrogate all locomotion!), is the stepchild of French and West Germanic, a little bit country, a little bit rock-and-roll.
Even where institutions like l'Acadיmie franחaise try to legislate language, it remains unruly. L'Acadיmie has tried to bar from French such English-derived as le hamburger, le drugstore, le week-end, le strip-tease, le pull-over, le tee-shirt, le chewing gum, and la cover-girl — with no success whatsoever. With the rapid development of popular new techonology — such as iPods, podcasts, cell phones, and DVDs
— the world needs new words every day.*
Most of us rarely notice the instability or vagueness of language, even when our words and sentences aren't precise, because we can decipher language by supplementing what grammar tells us with our knowledge of the world. But the fact that we can rely on something other than language — such as shared background knowledge — is no defense. When I "know what you mean" even though you haven't said it, language itself has fallen short. And when languages in general show evidence of these same problems, they reflect not only
*Perhaps even more galling to Franco-purists is that their own fabrique de Nמmes became known in English as "denim" — only to return to France as simply les blue jeans in the mother tongue. There are barbarians at the gate, and those barbarians are us. 
cultural history but also the inner workings of the creatures who learn and use them.
Some of these facts about human language have been recognized for at least two millennia. Plato, for example, worried in his dialogue Cratylus that "the fine fashionable language of modern times has twisted and disguised and entirely altered the original meaning" of words. Wishing for a little more systematicity, he also suggested that "words should as far as possible resemble things .. . if we could always, or almost always, use likenesses, which are perfectly appropriate, this would be the most perfect state of language."
From the time of twelfth-century mystic Hildegard of Bingen, if not earlier, some particularly brave people have tried to do something about the problem and attempted to build more sensible languages from scratch. One of the most valiant efforts was made by English mathematician John Wilkins (1614-1672), who addressed Plato's concern about the systematicity of words. Why, for example, should cats, tigers, lions, leopards, jaguars, and panthers each be named differently, despite their obvious resemblance? In his 1668 work An Essay Towards a Real Character and a Philosophical Language, Wilkins sought to create a systematic "non-arbitrary" lexicon, reasoning that words ought to reflect the relations among things. In the process, he made a table of 40 major concepts, ranging from quantities, such as magnitude, space, and measure, to qualities, such as habit and sickness, and then he divided and subdivided each concept to a fine degree. The word de referred to the elements (earth, air, fire, and water), the word deb referred to fire, the first (in Wilkins's scheme) of the elements, deba to a part of fire, namely a flame, deba to a spark, and so forth, such that every word was carefully (and predictably) structured.
Most languages don't bother with this sort of order, incorporating new words catch-as-catch-can. As a consequence, when we English speakers see a rare word, say, ocelot, we have nowhere to start in determining its meaning. Is it a cat? A bird? A small ocean? Unless we speak Nahuatl (a family of native North Mexican languages that includes Aztec), from which the word is derived, we have no clue. Where Wilkins promised systematicity, we have only etymology, the history of a word's origin. An ocelot, as it happens, is a wild feline that gets its name from North Mexico; going further south, pumas are felines from Peru. The word jaguar comes from the Tupi language of Brazil. Meanwhile, the words leopard, tiger, and panther appear in ancient Greek. From the perspective of a child, each word is a fresh learning challenge. Even for adults, words that come up rarely are difficult to remember.
Among all the attempts at a perfect language, only one has really achieved any traction — Esperanto, created by one Ludovic Lazarus Zamenhof, born on December 15,1859. Like Noam Chomsky, the father of modern linguistics, Zamenhof was son of a Hebrew scholar. By the time he was a teenager, little Ludovic had picked up French, German, Polish, Russian, Hebrew, Yiddish, Latin, and Greek. Driven by his love for language and a belief that a universal language could alleviate many a social ill, Zamenhof aimed to create one that could quickly and easily be acquired by any human being.
Saluton! Cu vi parolas Esperanton? Mia nomo estas Gary.
[Hello. Do you speak Esperanto? My name is Gary.]
Despite Zamenhof's best efforts, Esperanto is used today by only a few million speakers (with varying degrees of expertise), one tenth of 1 percent of the world's population. What makes one language more prevalent than another is mostly a matter of politics, money, and influence. French, once the most commonly spoken language in the West, wasn't displaced by English because English is better, but because Britain and the United States became more powerful and more influential than France. As the Yiddish scholar Max Weinrich put it, "A shprakh iz a diyalekt mit an armey un a flot" — "The only difference between a language and a dialect is an army and a navy."
With no nation-state invested in the success of Esperanto, it's perhaps not surprising that it has yet to displace English (or French, Spanish, German, Chinese, Japanese, Hindi, or Arabic, to name a few) as the most prevalent language in the world. But it is instructive nonetheless to compare it to human languages that emerged naturally. In some ways, Esperanto is a dream come true. For example, whereas German has a half-dozen different ways to form the plural, Esperanto has only one. Any language student would sigh with relief.
Still, Esperanto gets into some fresh troubles of its own. Because of its strict rules about stress (the penultimate syllable, always), there is no way to distinguish whether the word senteme is made up of sent
+ em + e ("feeling" + "a tendency toward" + adverbial ending) or sen + tern + e ("without" + "topic" + adverbial ending). Thus the sentence La profesoro senteme parolis dum du horoj could mean either "The professor spoke with feeling for two hours" or (horrors!) "The professor rambled on for two hours." The sentence Estis batata la demono de la viro is triply ambiguous; it can mean "The demon was beaten by the man," "The demon was beaten out of the man," or "The man's demon was beaten." Obviously, banishing irregularity is one thing, banishing ambiguity another.
Computer languages don't suffer from these problems; in Pascal, C, Fortran, or LISP, one finds neither rampant irregularity nor pervasive ambiguity — proof in principle that languages don't have to be ambiguous. In a well-constructed program, no computer ever wavers about what it should do next. By the very design of the languages in which they are written, computer programs are never at a loss.
Yet no matter how clear computer languages may be, nobody speaks C, Pascal, or LISP. Java may be the computer world's current lingua franca, but I surely wouldn't use it to talk about the weather. Software engineers depend on special word processors that indent, colorize, and keep track of their words and parentheses, precisely because the structure of computer languages seems so unnatural to the human mind.
To my knowledge, only one person ever seriously tried to construct an ambiguity-free, mathematically perfect human language, mathematically perfect not just in vocabulary but also in sentence construction. In the late 1950s a linguist by the name of James Cooke Brown constructed a language known as Loglan, short for "logical language." In addition to a Wilkins-esque systematic vocabulary, it includes 112 "little words" that govern logic and structure. Many of these little words have English equivalents {tui, "in general"; tue, "moreover"; tai, "above all"), but the really crucial words correspond to things like parentheses (which most spoken languages lack) and technical tools for picking out specific individuals mentioned earlier in the discourse. The English word he, for example, would be translated as da if it refers to the first singular antecedent in a discourse, de if it refers to the second, di if it refers to the third, do if it refers the fourth, and du if it refers to the fifth. Unnatural as this might seem, this system would banish considerable confusion about the antecedents of pronouns. (American Sign Language uses physical space to represent something similar, making signs in different places, depending on which entity is being referred to.) To see why this is useful, consider the English sentence He runs and he walks. It might describe a single person who runs and walks, or two different people, one running, the other walking; by contrast, in Loglan, the former would be rendered unambiguously as Da prano i da dzoru, the latter unambiguously as Da prano i de dzoru. 
But Loglan has made even fewer inroads than Esperanto. Despite its "scientific" origins, it has no native speakers. On the Loglan website, Brown reports that at "The Loglan Institute . . . live-in apprentices learned the language directly from me (and I from them!), I am happy to report that sustained daily Loglan-only conversations lasting three-quarters of an hour or more were achieved," but so far as I know, nobody has gotten much further. For all its ambiguity and idiosyncrasy, English goes down much smoother for the human mind. We couldn't learn a perfect language if we tried.
As we have seen already, idiosyncrasy often arises in evolution when function and history clash, when good design is at odds with the raw materials already close at hand. The human spine, the panda's thumb (formed from a wrist bone) — these are ramshackle solutions that owe more to evolutionary inertia than to any principle of good design. So it is with language too.
In the hodgepodge that is language, at least three major sources of idiosyncrasy arise from three separate clashes: (1) the contrast between the way our ancestors made sounds and the way we would ideally like to make them, (2) the way in which our words build on a primate understanding of the world, and (3) a flawed system of memory that works in a pinch but makes little sense for language. Any one of these alone would have been enough to leave language short of perfection. Together, they make language the collective kluge that it is: wonderful, loose, and flexible, yet manifestly rough around the edges.
Consider first the very sounds of language. It's probably no accident that language evolved primarily as a medium of sound, rather than, say, vision or smell. Sound travels over reasonably long distances, and it allows one to communicate in the dark, even with others one can't see. Although much the same might be said for smell, we can modulate sound much more rapidly and precisely, faster than even the most sophisticated skunk can modulate odor. Speech is also faster than communicating by way of physical motion; it can flow at about twice the speed of sign language.
Still, if I were building a system for vocal communication from scratch, I'd start with an iPod: a digital system that could play back any sound equally well. Nature, in contrast, started with a breathing tube. Turning that breathing tube into a means of vocal production was no small feat. Breathing produces air, but sound is modulated air, vibrations produced at just the right sets of frequencies. The Rube Goldberg-like vocal system consists of three fundamental parts: respiration, phonation, and articulation.
Respiration is just what it sounds like. You breathe in, your chest expands; your chest compresses, and a stream of air comes out. That stream of air is then rapidly divided by the vocal folds into smaller puffs of air (phonation), about 80 times a second for a baritone like James Earl Jones, as much as 500 times per second for a small child. From there, this more-or-less constant sound source is filtered, so that only a subset of its many frequencies makes it through. For those who like visual analogies, imagine producing a perfect white light and then applying a filter, so that only part of the spectrum shines through. The vocal tract works on a similar "source and filter" principle. The lips, the tip of the tongue, the tongue body, the velum (also known as the soft palate), and the glottis (the opening between the vocal folds) are known collectively as articulators. By varying their motions, these articulators shape the raw sound stream into what we know as speech: you vibrate your vocal cords when you say "bah"but not "pah"; you close your lips when say "mah" but move your tongue to your teeth when you say "nah."
Respiration, phonation, and articulation are not unique to humans. Since fish walked the land, virtually all vertebrates, from frogs to birds to mammals, have used vocally produced sound to communicate. Human evolution, however, depended on two key enhancements: the lowering of our larynx (not unique to humans but very rare elsewhere in the animal kingdom) and increased control of the ensemble of articulators that shape the sound of speech. Both have consequences.
Consider first the larynx. In most species, the larynx consists of a single long tube. At some point in evolution, our larynx dropped down. Moreover, as we changed posture and stood upright, it took a 90-degree turn, dividing into two tubes of more or less equal length, which endowed us with considerably more control of our vocalizations — and radically increased our risk of choking. As first noted by Darwin, "Every particle of food and drink which we swallow has to pass over the orifice of the trachea, with some risk of falling into the lungs" — something we're all vulnerable to.*
Maybe you think the mildly increased risk of choking is a small price to pay, maybe you don't. It certainly didn't have to be that way; breathing and talking could have relied on different systems. Instead, our propensity for choking is one more clear sign that evolution tinkered with what was already in place. The result is a breathing tube that does double duty as a vocal tract — in occasionally fatal fashion.
In any event, the descended larynx was only half the battle. The real entrיe into speech came from significantly increased control over our articulators. But here too the system is a bit of a kluge. For one thing, the vocal tract lacks the elegance of the iPod, which can play back more or less any sound equally well, from Moby's guitars and flutes to hip-hop's car crashes and gunshots. The vocal tract, in contrast, is tuned only to words. All the world's languages are drawn from an inventory of 90 sounds, and any particular language employs no more than half that number — an absurdly tiny subset when you think of the many distinct sounds the ear can recognize.
Imagine, for example, a human language that would refer to something by reproducing the sound it makes. I'd refer to my favorite canine, Ari, by reproducing his woof, not by calling him a dog. But the three-part contraption of respiration, phonation, and articula
*According to a recent article in The New Yorker, were it not for the Heimlich maneuver, all of the following people might have choked: Cher (vitamin pill), Carrie Fisher (Brussels sprout), Dick Vitale (melon), Ellen Barkin (shrimp), and Homer Simpson (doughnut). The article continued with a list of "heroes," celebrities who saved others from certain death: "Tom Brokaw (John Chancellor, Gouda cheese), Verne Lundquist (Pat Haden, broccoli), Pierce Brosnan (Halle Berry, fruit), Justin Timberlake (a friend, nuts), Billy Bob Thornton (his potbellied pig Albert, chicken Marsala)." Especially eerie was the tale of actor Mandy Patinkin, saved from a caesar salad just three weeks after wrapping a film called — I kid you not — The Choking Man. 
tion can only do so much; even where languages allegedly refer to objects by their sounds — the phenomenon known as onomatopoeia
— the "sounds" we refer to sound like, well, words. Woof is a perfectly well formed English word, a cross between, say, wool and hoof but not a faithful reproduction of Ari's vocalization (nor that of any other dog). And the comparable words in other languages each sound different, none exactly like a woof or a bark. French dogs go ouah, ouah, Albanian dogs go ham, ham, Greek dogs go gav, gov, Korean dogs go mung, mung, Italian dogs go bau, ban, German dogs wau, wau: each language creates the sound in its own way. Why? Because our vocal tract is a clumsy contraption that is good for making the sounds of speech — and little else.
Tongue-twisters emerge as a consequence of the complicated dance that the articulators perform. It's not enough to close our mouth or move our tongue in a basic set of movements; we have to coordinate each one in precisely timed ways. Two words can be made up of exactly the same physical motions performed in a slightly different sequence. Mad and ban, for example, each require the same four crucial movements — the velum (soft palate) widens, the tongue tip moves toward alveolar closure, the tongue body widens in the pharynx, and the lips close — but one of those gestures is produced early in one word (mad) and late in another (ban). Problems occur as speech speeds up — it gets harder and harder to get the timing right. Instead of building a separate timer (a clock) for each gesture, nature forces one timer into double (or triple, or quadruple) duty.
And that timer, which evolved long before language, is really good at only very simple rhythms: keeping things either exactly in phase (clapping) or exactly out of phase (alternating steps in walking, alternating strokes in swimming, and so forth). All that is fine for walking or running, but not if you need to perform an action with a more complex rhythm. Try, for example, to tap your right hand at twice the rate of your left. If you start out slow, this should be easy. But now gradually increase the tempo. Sooner or later you will find that the rhythm of your tapping will break down (the technical term is devolve) from a ratio of 2:1 to a ratio of 1:1.
Which returns us to tongue-twisters. Saying the words she sells properly involves a challenging coordination of movements, very much akin to tapping at the 2:1 ratio. If you first say the words she and sells aloud, slowly and separately, you'll realize that the Is/ and /sh/ sounds have something in common — a tongue-tip movement — but only /sh/ also includes a tongue-body gesture. Saying she sells properly thus requires coordinating two tongue-tip gestures with one tongue-body gesture. When you say the words slowly, everything is okay, but say them fast, and you'll stress the internal clock. The ratio eventually devolves to 1:1, and you wind up sticking in a tongue-body gesture for every tongue-tip gesture, rather than every other one. Voilא, she sells has become she shells. What "twists" your tongue, in short, is not a muscle but a limitation in an ancestral timing mechanism.
The peculiar nature of our articulatory system and how it evolved, leads to one more consequence: the relation between sound waves and phonemes (the smallest distinct speech sounds, such as Isi and /א/) is far more complicated than it needs to be. Just as our pronunciation of a given sequence of letters depends on its linguistic context (think of how you say ough when reading the title of Dr. Seuss's book The Tough Coughs As He Ploughs the Dough), the way in which we produce a particular linguistic element depends on the sounds that come before it and after it. For example, the sound Isl is pronounced in one way in the word see (with spread lips) but in another in the word sue (with rounded lips). This makes learning to talk a lot more work than it might otherwise be. (It's also part of what makes computerized voice-recognition a difficult problem.)
Why such a complex system? Here again, evolution is to blame; once it locked us into producing sounds by articulatory choreography, the only way to keep up the speed of communication was to cut corners. Rather than produce every phoneme as a separate, distinct element (as a simple computer modem would), our speech system starts preparing sound number two while it's still working on sound number one. Thus, before I start uttering the h in happy, my tongue is already scrambling into position in anticipation of the a. When I'm working on a, my lips are already getting ready for the pp, and when I'm on pp, I'm moving my tongue in preparation for the y 
This dance keeps the speed up, but it requires a lot of practice and can complicate the interpretation of the message.* What's good for muscle control isn't necessarily good for a listener. If you should mishear John Fogerty's "There's a bad moon on the rise" as "There's a bathroom on the right,"f so be it. From the perspective of evolution, the speech system, which works most of the time, is good enough, and that's all that matters.
Curmudgeons of every generation think that their children and grandchildren don't speak properly. Ogden Nash put it this way in 1962, in "Laments for a Dying Language":
Coin brassy words at will, debase the coinage;
We're in an if-you-cannot-lick-them-join age,
A slovenliness provides its own excuse age,
Where usage overnight condones misusage.
Farewell, farewell to my beloved language,
Once English, now a vile orangutanguage.
Words in computer languages are fixed in meaning, but words in human languages change constantly; one generation's bad means
^Co-articulation did not evolve exclusively for use in speech; we see the same principle at work in skilled pianists (who prepare for thumb-played notes about two notes before they play them), skilled typists, and major league baseball pitchers (who prepare the release of the ball well before it occurs). 
fOr Jimi Hendrix's "Excuse me while I kiss the sky" for "Excuse me while I kiss this guy." If you, like me, get a kick out of these examples, Google for the term Mondegreen and find oodles more. 
"bad," and the next generation's bad means "good." Why is it that languages can change so quickly over time?
Part of the answer stems from how our prelinguistic ancestors evolved to think about the world: not as philosophers or mathematicians, brimming with precision, but as animals perpetually in a hurry, frequently settling for solutions that are "good enough" rather than definitive.
Take, for example, what might happen if you were walking through the Redwood Forest and saw a tree trunk; odds are, you would conclude that you were looking at a tree, even if that trunk happened to be so tall that you couldn't make out any leaves above. This habit of making snap judgments based on incomplete evidence (no leaves, no roots, just a trunk, and still we conclude we've seen a tree) is something we might call a logic of "partial matching."
The logical antithesis, of course, would be to wait until we'd seen the whole thing; call that a logic of "full matching." As you can imagine, he who waits until he's seen the whole tree would never be wrong, but also risks missing a lot of bona fide foliage. Evolution rewarded those who were swift to decide, not those who were too persnickety to act.
For better or worse, language inherited this system wholesale. You might think of a chair, for instance, as something with four legs, a back, and a horizontal surface for sitting. But as the philosopher Ludwig Wittgenstein (1889-1951) realized, few concepts are really defined with such precision. Beanbag chairs, for example, are still considered chairs, even though they have neither an articulated back nor any sort of legs.
I call my cup of water a glass even though it's made of plastic; I call my boss the chair of my department even though so far as I can tell she merely sits in one. A linguist or phylogenist uses the word tree to refer to a diagram on a page simply because it has branching structures, not because it grows, reproduces, or photosynthesizes. A head is the topside of a penny, the tail the bottom, even though the top has no more than a picture of a head, the bottom not a fiber of a wagging tail. Even the slightest fiber of connection suffices, precisely because words are governed by an inherited, ancestral logic of partial matches.*
Another idiosyncrasy of language, considerably more subtle, has to do with words like some, every, and most, known to linguists as "quantifiers" because they quantify, answering questions like "How much?" and "How many?": some water, every boy, most ideas, several movies. 
The peculiar thing is that in addition to quantifiers, we have another whole system that does something similar. This second system traffics in what linguists call "generics," somewhat vague, generally accurate statements, such as Dogs have four legs or Paperbacks are cheaper than hardcovers. A perfect language might stick only to the first system, using explicit quantifiers rather than generics. An explicitly quantified sentence such as Every dog has four legs makes a nice, strong, clear statement, promising no exceptions. We know how to figure out whether it is true. Either all the dogs in the world have four legs, in which case the sentence is true, or at least one dog lacks four legs, in which case the sentence is false — end of story. Even a quantifier like some is fairly clear in its application; some has to mean more than one, and (pragmatically) ought not to mean every. 
Generics are a whole different ball game, in many ways much less precise than quantifiers. It's just not clear how many dogs have to have four legs before the statement Dogs have four legs can be considered true, and how many dogs would have to exhibit three legs before we'd decide that the statement is false. As for Paperbacks are cheaper than hardcovers, most of us would accept the sentence as true as a general rule of thumb, even if we knew that lots of individual paperbacks (say, imports) are more expensive than many individual hardcovers (such as discounted bestsellers printed in large quantities). We agree with the statement Mosquitoes carry the West Nile vi
*Is that good or bad? That depends on your point of view. The logic of partial matches is what makes languages sloppy, and, for better or worse, keeps poets, stand-up comedians, and linguistic curmudgeons gainfully employed. ("Didja ever notice that a near-miss isn't a miss at all?") 
rus, even if only (say) 1 percent of mosquitoes carry the virus, yet we wouldn't accept the statement Dogs have spots even if all the dalmatians in the world did.
Computer-programming languages admit no such imprecision; they have ways of representing formal quantifiers ([DO THIS THING REPEATEDLY UNTIL EVERY DATABASE RECORD HAS BEEN EXAMINED ] ) but no way of expressing generics at all. Human languages are idiosyncratic — and verging on redundant — inasmuch as they routinely exploit both systems, generics and the more formal quantifiers.
Why do we have both systems? Sarah-Jane Leslie, a young Princeton philosopher, has suggested one possible answer. The split between generics and quantifiers may reflect the divide in our reasoning capacity, between a sort of fast, automatic system on the one hand and a more formal, deliberative system on the other. Formal quantifiers rely on our deliberative system (which, when we are being careful, allows us to reason logically), while generics draw on our ancestral reflexive system. Generics are, she argues, essentially a linguistic realization of our older, less formal cognitive systems. Intriguingly, our sense of generics is "loose" in a second way: we are prepared to accept as true generics like Sharks attack bathers or Pit bulls maul children even though the circumstances they describe are statistically very rare, provided that they are vivid or salient — just the kind of response we might expect from our automatic, less deliberative system.
Leslie further suggests that generics seem to be learned first in childhood, before formal quantifiers; moreover, they may have emerged earlier in the development of language. At least one contemporary language (Piraha, spoken in the Amazon Basin) appears to employ generics but not formal quantifiers. All of this suggests one more way in which the particular details of human languages depend on the idiosyncrasies of how our mind evolved.
For all that, I doubt many linguists would be convinced that language is truly a kluge. Words are one thing, sentences another; even if words are clumsy, what linguists really want to know about is syntax, the glue that binds words together. Could it be that words are a mess, but grammar is different, a "near-perfect" or "optimal" system for connecting sound and meaning?


In the past several years, Noam Chomsky, the founder and leader of modern linguistics, has taken to arguing just that. In particular, Chomsky has wondered aloud whether language (by which he means mainly the syntax of sentences) might come close "to what some super-engineer would construct, given the conditions that the language faculty must satisfy." As linguists like Tom Wasow and Shalom Lappin have pointed out, there is considerable ambiguity in Chomsky's suggestion. What would it mean for a language to be perfect or optimal? That one could express anything one might wish to say? That language is the most efficient possible means for obtaining what one wants? Or that language was the most logical system for communication anyone could possibly imagine? It's hard to see how language, as it now stands, can lay claim to such grand credentials. The ambiguity of language, for example, seems unnecessary (as computers have shown), and language works in ways neither logical nor efficient (just think of how much extra effort is often required in order to clarify what our words mean). If language were a perfect vehicle for communication, infinitely efficient and expressive, I don't think we would so often need "paralinguistic" information, like that provided by gestures, to get our meaning across.
As it turns out, Chomsky actually has something different in mind. He certainly doesn't think language is a perfect tool for communication; to the contrary, he has argued that it is a mistake to think of language as having evolved "for" the purposes of communication at all. Rather, when Chomsky says that language is nearly optimal, he seems to mean that its formal structure is surprisingly elegant, in the same sense that string theory is. Just as string theorists conjecture that the complexity of physics can be captured by a small set of basic laws, Chomsky has, since the early 1990s, been trying to capture what he sees as the superficial complexity of language with a small set of laws.* Building on that idea, Chomsky and his collaborators have gone so far as to suggest that language might be a kind of "optimal solution . . . [to] the problem of linking the sensory-motor and conceptual-intentional systems" (or, roughly, connecting sound and meaning). They suggest that language, despite its obvious complexity, might have required only a single evolutionary advance beyond our inheritance from ancestral primates, namely, the introduction of a device known as "recursion."
Recursion is a way of building larger structures out of smaller structures. Like mathematics, language is a potentially infinite system. Just as you can always make a number bigger by adding one (a trillion plus one, a googleplex plus one, and so forth), you can always make a sentence longer by adding a new clause. My favorite example comes from Maxwell Smart on the old Mel Brooks TV show Get Smart: "Would you believe that I know that you know that I know that you know where the bomb is hidden?" Each additional clause requires another round of recursion.
There's no doubt that recursion — or something like it— is central to human language. The fact that we can put together one small bit of structure {the man) with another {who went up the hill) to form a more complex bit of structure {the man who went up the hill) allows us to create arbitrarily complex sentences with terrific precision ( The man with the gun is the man who went up the hill, not the man who 
* Although I have long been a huge fan of Chomsky's contributions to linguistics, I have serious reservations about this particular line of work. I'm not sure that elegance really works in physics (see Lee Smolin's recent book The Trouble with Physics), and in any case, what works for physics may well not work for linguistics. Linguistics, after all, is a property of biology — the biology of the human brain — and as the late Francis Crick once put it, "In physics, they have laws; in biology, we have gadgets." So far as we know, the laws of physics have never changed, from the moment of the big bang onward, whereas the details of biology are constantly in flux, evolving as climates, predators, and resources, change. As we have seen so many times, evolution is often more about alighting on something that happens to work than what might in principle work best or most elegantly; it would be surprising if language, among evolution's most recent innovations, was any different. 
drove the getaway car). Chomsky and his colleagues even have suggested that recursion might be "the only uniquely human component of the faculty of language."
A number of scholars have been highly critical of that radical idea. Steven Pinker and the linguist Ray Jackendoff have argued that recursion might actually be found in other aspects of the mind (such as the process by which we recognize complex objects as being composed of recognizable subparts). The primatologist David Premack, meanwhile, has suggested that although recursion is a hallmark of human language, it is scarcely the only thing separating human language from other forms of communication. As Premack has noted, it's not as if chimpanzees can speak an otherwise humanlike language that lacks recursion (which might consist of language minus complexities such as embedded clauses).* I'd like to go even further, though, and take what we've learned about the nature of evolution and humans to turn the whole argument on its head.
The sticking point is what linguists call syntactic trees, diagrams like this:
*In a hypothetical recursion-free language, you might, for example, be able to say "Give me the fruit" and "The fruit is on the tree," but not the more complex expression "Give me the fruit that is hanging on the tree that is missing a branch." The words "that is hanging on the tree that is missing a branch" represent an embedded clause itself containing an embedded clause. 
Small elements can be combined to form larger elements, which in turn can be combined into still larger elements. There's no problem in principle with building such things — computers use trees, for example, in representing the directory, or "folder" structures, on a hard drive.
But, as we have seen time and again, what is natural for computers isn't always natural for the human brain: building a tree would require a precision in memory that humans just don't appear to have. Building a tree structure with postal-code memory is trivial, something that the world's computer programmers do many times a day. But building a tree structure out of contextual memory is a totally different story, a kluge that kind of works and kind of doesn't.
Working with simple sentences, we're usually fine, but our capacity to understand sentences can easily be compromised. Take, for example, this short sentence I mentioned in the opening chapter:
People people left left.
Here's a slightly easier variant:
Farmers monkeys fear slept.
Four words each, but enough to boggle most people's mind. Yet both sentences are perfectly grammatical. The first means that some set of people who were abandoned by a second group of people themselves departed; the second one means, roughly, "There is a set of farmers that the monkeys fear, and that set of farmers slept; the farmers that the monkeys were afraid of slept." These kinds of sentences
— known in the trade as "center embeddings" (because they bury one clause directly in the middle of another) — are difficult, I submit, precisely because evolution never stumbled on proper tree structure.*
* Recursion can actually be divided into two forms, one that requires a stack and one that doesn't. The one that doesn't is easy. For example, we have no trouble with sentences like This is the cat that bit the rat that chased the mouse, which are complex but (for technical reasons) can be parsed without a stack. 
Here's the thing: in order to interpret sentences like these and fully represent recursion (another classic is The rat the cat the mouse chased bit died), we would need to keep track of each noun and each verb, and at the same time hold in mind the connections between them and the clauses they form. Which is just what grammatical trees are supposed to do.
The trouble is, to do that would require an exact memory for the structures and words that have just been said (or read). And that's something our postal-code-free memories just aren't set up to do. If I were to read this book aloud and suddenly, without notice, stop and ask you to repeat the last sentence you heard — you probably couldn't. You'd likely remember the gist of what I had said, but the exact wording would almost surely elude you.*
As a result, efforts to keep track of the structure of sentences becomes a bit like efforts to reconstruct the chronology of a long-ago sequence of events: clumsy, unreliable, but better than nothing. Consider, for example, a sentence like It was the banker that praised the barber that alienated his wife that climbed the mountain. Now, quick: was the mountain climbed by the banker, the barber, or his wife? A computer-based parser would have no trouble answering this question; each noun and each verb would be slotted into its proper place in a tree. But many human listeners end up confused. Lacking any hint of memory organized by location, the best we can do is approximate trees, clumsily kluging them together out of contextual memory. If we receive enough distinctive clues, it's not a problem, but when the individual components of sentences are similar enough to confuse, the whole edifice comes tumbling down.f
Perhaps the biggest problem with grammar is not the trouble we have in constructing trees, but the trouble we have in producing sentences
*Perhaps the most extreme version of remembering only the gist was Woody Allen's five-word summary of War and Peace: "It was about some Russians." 
·jThe problem with trees is much the same as the problem with keeping tracking of our goals. You may recall, from the chapter on memory, the example of what some
that are certain to be parsed as we intend them to be. Since our sentences are clear to us, we assume they are clear to our listeners. But often they're not; as engineers discovered when they started trying to build machines to understand language, a significant fraction of what we say is quietly ambiguous.*
Take, for example, this seemingly benign sentence: Put the block in the box on the table. An ordinary sentence, but it can actually mean two things: a request to put a particular block that happens to be in a box onto the table, or a request to take some block and put it into a particular box that happens to be on the table. Add another clause, and we wind up with four possibilities:


 Put the block [(in the box on the table) in the kitchen].


 Put the block [in the box (on the table in the kitchen)].


 Put [the block (in the box) on the table] in the kitchen.


 Put (the block in the box) (on the table in the kitchen).
Most of the time, our brain shields us from the complexity, automatically doing its best to reason its way through the possibilities. If we hear Put the block in the box on the table, and there's just one block, we don't even notice the fact that the sentence could have meant something else. Language alone doesn't tell us that, but we are clever enough to connect what we hear with what it might mean. (Speakers also use a range of "paralinguistic" techniques, like point-
times happens when we plan to stop at the grocery store after work (and instead "autopilot" our way home, sans groceries). In a computer, both types of problems — tracking goals and tracking trees — are typically solved by using a "stack," in which recent elements temporarily take priority over stored ones; but when it comes to humans, our lack of postal-code memory leads to problems in both cases. 
As it happens, there are actually two separate types of recursion, one that requires stacks and one that doesn't. It is precisely the ones that do require stacks that tie us in knots. 
* According to legend, the first machine translation program was given the sentence "The flesh is weak, but the spirit is willing." The translation (into Russian) was then translated back into English, yielding, "The meat is spoiled, but the vodka is good." 
ing and gesturing, to supplement language; they can also look to their listeners to see if they appear to understand.)
But such tricks can take us only so far. When we are stuck with inadequate clues, communication becomes harder, one reason that emails and phone calls are more prone to misunderstandings than face-to-face communication is. And even when we speak directly to an audience, if we use ambiguous sentences, people may just not notice; they may think they've understood even when they haven't really. One eye-opening study recently asked college students to read aloud a series of grammatically ambiguous* sentences like Angela shot the man with the gun (in which the gun might have been either Angela's murder weapon or a firearm the victim happened to be carrying). They were warned in advance that the sentences were ambiguous and permitted to use as much stress (emphasis) on individual words as they liked; the question was whether they could tell when they successfully put their meaning across. It turns out that most speakers were lousy at the task and had no clue about how bad they were. In almost half the cases in which subjects thought that they had successfully conveyed a given sentence's meaning, they were actually misunderstood by their listeners.! (The listeners weren't much better, frequently assuming they'd understood when they hadn't.)
* Ambiguity comes in two forms, lexical and syntactic. Lexical ambiguity is about the meanings of individual words; I tell you to go have a ball, and you don't know whether I mean a good time, an elaborate party, or an object for playing tennis. Syntactic (or grammatical) ambiguity, in contrast, is about sentences like Put the block on the box in the table, that have structures which could be interpreted in more than one way. Classic sentences like Time flies like an arrow are ambiguous in both ways; without further context, flies could be a noun or a verb, like a verb or a comparative, and so forth. 
tin a perfect language, in an organism with properly implemented trees, this sort of inadvertent ambiguity wouldn't be a problem; instead we'd have the option of using what mathematicians use: parentheses, which are basically symbols that tell us how to group things. (2 X 3) + 2 = 8, while 2 X (3 + 2) = 10. We'd be able to easily articulate the difference between (Angela shot the man) with the gun and Angela shot (the man with the gun). As handy as parentheses would be, they, too, are missing in action because the species-wide lack of postal code memory. 
Indeed, a certain part of the work that professional writers must do (especially if they write nonfiction) is compensate for language's limitations, to scan carefully to make sure that there's no vague he that could refer to either the farmer or his son, no misplaced commas, no dangling (or squinting) modifiers, and so forth. In Robert Louis Stevenson's words, "The difficulty of literature is not to write, but to write what you mean." Of course, sometimes ambiguity is deliberate, but that's a separate story; it's one thing to leave a reader with a vivid sense of a difficult decision, another to accidentally leave a reader confused.
Put together all these factors — inadvertent ambiguity, idiosyncratic memory, snap judgments, arbitrary associations, and a choreography that strains our internal clocks — and what emerges? Vagueness, idiosyncrasy, and a language that is frequently vulnerable to misinterpretation — not to mention a vocal apparatus more byzantine than a bagpipe made up entirely of pipe cleaners and cardboard dowels. In the words of the linguist Geoff Pullum, "The English language is, in so many ways, a flawed masterpiece of evolution, loaded with rough bits, silly design oversights, ragged edges, stupid gaps, and malign and perverted irregularities."
As the psycholinguist Fernanda Ferreira has put it, language is "good enough," not perfect. Most of the time we get things right, but sometimes we are easily confused. Or even misled. Few people, for example, scarcely notice that something's amiss when you ask them, "How many animals did Moses bring onto the ark?"* Even fewer realize that a sentence like More people have been to Russia than I have is either (depending on your point of view) ungrammatical or incoherent.
If language were designed by an intelligent engineer, interpreters would be out of a job, and Berlitz's language schools would be drive
*People hear the words animals and ark, and fail to notice that the question is about Moses rather than Noah. 
thrus, no lifetime commitment required. Words would be systematically related to one another, and phonemes consistently pronounced. You could tell all those voice-activated telephone menu systems exactly where you wanted them to go — and be assured they'd understand the message. There would be no ambiguity, no senseless irregularity. People would say what they mean and mean what they say. But instead, we have slippage. Our thoughts get stuck on the tip of the tongue when we can't recall a specific word. Grammar ties us in knots (is it The keys to the cabinet are... or The keys to the cabinet is... Oh never mind ...) . Syntax on the fly is hard.
This is not to say that language is terrible, only that it could, with forethought, have been even better.
The rampant confusion that characterizes language is not, however, without its logic: the logic of evolution. We co-articulate, producing speech sounds differently, depending on the context, because we produce sound not by running a string of bits through a digital amplifier to electromagnetically driven speakers but by thrashing our tongues around three-dimensional cavities that originated as channels for digestion, not communication. Then, as She sells seashells by the seashore, our tortured tongues totally trip. Why? Because language was built, rapidly, on a haphazard patchwork of mechanisms that originally evolved for other purposes.
6
PLEASu RE 
Happiness is a warm puppy.
— CHARLIE BROWN 
Happiness is a warm gun.
— THE BEATLES 
To each his own.
— Traditional saying
WOE BETIDE THE HUMAN BEING who doesn't know what happiness is; yet woe to the writer who tries to define it. Warm guns and warm puppies are merely examples of happiness, not definitions of it.
My dictionary defines happiness as "pleasure" — and pleasure as a feeling of "happy satisfaction and enjoyment." As if that weren't circular enough, when I turn to the word feeling, I find that a feeling is defined as "a perceived emotion" while an emotion is defined as a "strong feeling."
No matter. As the Supreme Court justice Potter Stewart famously said about pornography (as opposed to art), it is hard to define, but "I know it when I see it." Happiness may mean sex, drugs, and rock-and-roll, the roar of the crowd, the satisfaction of a job well done, good food, good drink, and good conversation — not to mention what psychologist Mihaly Csikszentmihalyi calls a state of "flow," of being so absorbed in something you do well that you scarcely notice the passage of time. At the risk of offending hard-nosed philosophers everywhere, I propose to leave it at that. For my money, the real question is not how we define happiness, but why, from the perspective of evolution, humans care about it at all.
At first glance, the answer seems obvious. The standard story is that happiness evolved in part to guide our behavior. In the words of the noted evolutionary psychologist Randolph Nesse, "Our brains could have been wired so that [eating] good food, [having] sex, being the object of admiration, and observing the success of one's children were all aversive experiences [but] any ancestor whose brain was so wired would probably not have contributed much to the gene pool that makes human nature what it is now." Pleasure is our guide, as Freud (and long before him, Aristotle) noted, and without it, the species wouldn't propagate.*
That much seems true. In keeping with the notion that pleasure serves as our guide, we automatically (and often unconsciously) sort just about everything we see into the categories "pleasant" and "unpleasant." If I show you a word like sunshine and then ask you to decide, as quickly as possible, whether the word wonderful is positive, you'll respond faster than you would if shown an unpleasant word instead (say, poison instead of sunshine). Cognitive psychologists call this accelerated response a positive priming effect; it means that we constantly and automatically categorize everything we encounter as good or bad.
This sort of automatic evaluation, largely the domain of the reflexive system, is remarkably sophisticated. Take, for example, the word water; is it pleasant? Depends on how thirsty you are. And sure enough, studies show that thirsty people show a bigger positive prim
*That said, when it comes to reasons for having sex, pleasure and reproduction are, at least for humans, just two motivations among many. The most comprehensive survey ever conducted, reported recently in the Archives of Sexual Behavior, listed a grand total of 237. Seeking pleasure and making babies were definitely on the list, but so were "it seemed like good exercise," "I wanted to be popular," "I was bored," "I wanted to say thank you," and "I wanted to feel closer to God." One way or another, 96 percent of American adults have at least once found some reason for having sex. 
ing effect for the word water than people who are well hydrated. This occurs over the course of a few milliseconds, allowing pleasure to serve as a moment-by-moment guide. Similar findings — and this is the scary part — apply even in our attitudes toward other people: the more we need them, the more we like them. (To rather cynically paraphrase an old expression, from the perspective of the subconscious, a friend we need is a friend perceived.)
But the simple idea that "if it feels good, it must have been good for our ancestors" runs into trouble pretty quickly. To start with, many — arguably, most — things that give us pleasure don't actually do much for our genes. In the United States, the average adult spends nearly a third of his or her waking hours on leisure activities such as television, sports, drinking with friends — pursuits that may have little or no direct genetic benefit. Even sex, most of the time for most people, is recreational, not procreational. When I spend $100 on a meal at Sushi Samba, my favorite restaurant du jour, I don't do it because it will increase the number of kids I have, or because eating Peruvian-Japanese fusion food is the cheapest (or even most nutritious) way to fill my belly. I do it because, well, I like the taste of yellowtail ceviche — even if, from the perspective of evolution, my dining bills are a waste of precious financial resources.
A Martian looking down on planet Earth might note all this with puzzlement. Why do humans fool around so much when there is, inevitably, work to be done? Although other species have been known to play, no other species goofs around so much, or in so many ways. Only a few other species seem to spend much time having non-procreative sex, and none (outside labs run by inquisitive humans) watch television, go to rock concerts, or play organized sports. Which raises the question, is pleasure really an ideal adaptation, or (with apologies to Shakespeare) is there something klugey in Denmark?
Aha, says our Martian to itself; humans are no longer slaves to their genes. Instead of engaging in the activities that would yield the most copies of their genes, humans are trying to maximize something else, something more abstract — call it "happiness" — which appears to be a measure of factors such as a human's general well-being, its level of success, its perceived control over its own life, and how well it is regarded by its peers.
At which point, our Martian friend would be even more confused. If people are trying to maximize their overall well-being, why do they do so many things that in the long run yield little or no lasting happiness?
Perhaps nothing would puzzle this Martian more than the enormous amount of time that many people spend watching television. In America, the average is 2-4 hours per day. If you consider that the average person is awake for only 16, and at work for at least 8, that's a huge proportion of the average person's discretionary time. Yet day after day, audiences watch show after show, most containing either stories of dubious quality about fictional people or heavily edited "reality" portraits of people in improbable situations that the average viewer is unlikely ever to meet. (Yes, public television airs some great documentaries, but they never draw the ratings of Law & Order, Lost, or Survivor.) And here's the kicker: hard-core television watchers are, on average, less happy than those who watch only a little television. All that TV viewing might convey some sort of short-term benefit, but in the long term, an hour spent watching television is an hour that could have been spent doing something else — exercising, working on hobbies, caring for children, helping strangers, or developing friendships.
And then there are, of course, chemical substances deliberately designed to shortcut the entire machinery of reward, directly stimulating the pleasure parts of the brain (for example, the nucleus accumbens). I'm speaking, of course, of alcohol, nicotine, and drugs like cocaine, heroin, and amphetamines. What is remarkable about these substances is not the fact that they exist — it would be almost impossible to build a chemically based brain that wouldntbe vulnerable to the machinations of clever chemists — but rather the extent to which people use them, even when they realize that the long-term consequences may be life threatening. The writer John Cheever, for example, once wrote, "Year after year I read in [my journals] that I am drinking too much .. . I waste more days, I suffer deep pangs of guilt, I wake up at three in the morning with the feelings of a temperance worker. Drink, its implements, environments, and effects all seem disgusting. And yet each noon I reach for the whiskey bottle."
As one psychologist put it, addictions can lead people down a "primrose path" in which decisions made in the moment seem — from the strict perspective of temporary happiness — to be rational, even though the long-term consequences are often devastating.
Even sex has its puzzling side. That sex is enjoyable is perhaps no surprise: if sex weren't fun for our ancestors, we simply wouldn't be here. Sex is, after all, the royal road to conception, and without conception there would be no life. Without life, there would be no reproduction, and legions of "selfish genes" would be out of work. It seems like a no-brainer that creatures that enjoy sex (or at least are driven toward it) will outpropagate those that do not.
But having a taste for sex is not the same as pursuing it nonstop, to the virtual exclusion of anything else. We all know stories of politicians, priests, and plain ordinary folk who destroyed their life in relentless pursuit of sex. Might a Martian question whether our contemporary need for sex is as miscalibrated as our need for sugar, salt, and fat?
The Martian would eventually come to realize that although the core notion of pleasure as motivator makes a good deal of sense, the pleasure system as a whole is a kluge, from top to bottom. If pleasure is supposed to guide us to meet the needs of our genes, why do we humans fritter away so much of our time in activities that don't advance those needs? Sure, some men may skydive to impress the ladies, but many of us ski, snowboard, or drive recklessly even when nobody else is watching. When such a large part of human activity does something that risks "reproductive fitness," there must be some explanation.
And indeed there is, but it's not about minds that are optimal, but about minds that are clumsy. The first reason should, by now, seem familiar: the neural hardware that governs pleasure is, like much of the rest of the human mind, split in two: some of our pleasure (like, perhaps, the sense of accomplishment we get from a job well done) derives from the deliberative system, but most of it doesn't. Most pleasure springs from the ancestral reflexive system, which, as we have seen, is rather shortsighted, and the weighting between the two systems still favors the ancestral. Yes, I may get a slight sense of satisfaction if I waive my opportunity to eat that crטme brlיe, but that satisfaction would almost certainly pale in comparison to the kick, however brief, that I would get from eating it.* My genes would be better off if I skipped dessert — my arteries might stay open that much longer, allowing me to gather more income and take better care of my future offspring — but those very genes, due to their lack of foresight, left me with a brain that lacks the wisdom to consistently outwit the animalistic parts of my brain, which are a holdover from an earlier era.
The second reason is more subtle: our pleasure center wasn't built for creatures as expert in culture and technology as we are; most of the mechanisms that give us pleasure are pretty crude, and in time, we've become experts at outwitting them. In an ideal world (at least from the perspective of our genes), the parts of our brain that decide which activities are pleasurable would be extremely fussy, responding only to things that are truly good for us. For example, fruits have sugar, and mammals need sugar, so it makes sense that we should
*My friend Brad, who hates to see me suffer abstemiously in the service of some abstract long-term good, likes to bring me to a restaurant called Blue Ribbon Sushi, where he invariably orders the green tea crטme brlיe. Usually, despite my best intentions, we wind up ordering two. 
have evolved a "taste" for fruit; all well and good. But those sugar sensors can't tell the difference between a real fruit and a synthetic fruit that packages the flavor without the nutrition. We humans (collectively, if not as individuals) have figured out thousands of ways to trick our pleasure centers. Does the tongue like sweetness of fruit? Aha! Can I interest you in some Life Savers? Orange soda? Fruit juice made entirely from artificial flavors? A ripe watermelon may be good for us, but a watermelon-flavored candy is not.
And watermelon-flavored candy is only the start. The vast majority of the mental mechanisms we use for detecting pleasure are equally crude, and thus easily hoodwinked. In general, our pleasure detectors tend to respond not just to some specific stimulus that might have been desirable in the environment of our ancestors, but to a whole array of other stimuli that may do little for our genes. The machinery for making us enjoy sex, for example, causes us to revel in the activity, just as any reasonable evolutionary psychologist would anticipate, but not just when sex might lead to offspring (the narrowest tuning one might imagine), or even to pair bonding, but much more broadly: at just about any time, under almost any circumstance, in twos and threes and solo, with people of the same sex and with people of the opposite sex, with orifices that contribute to reproduction and with other body parts that don't. Every time a person has sex without directly or indirectly furthering their reproductivity, some genes have been fooled.
The final irony, of course, is that even though sex is incredibly motivating, people often have it in ways that are deliberately designed not to produce children. Heterosexuals get their tubes tied, gay men continue to have unprotected sex in the era of HIV, and pedophiles pursue their interests even when they risk prison and community censure. From the perspective of genes, all of this, aside from sex for reproduction or parental pair bonding, is a giant mistake.
To be sure, evolutionary psychologists have tried to find adaptive value in at least one of these variations (homosexuality), but none of the explanations are particularly compelling. (There is, for example, the "gay uncle" hypothesis, according to which homosexuality persists in the population because gay people often invest considerable resources in the offspring of their siblings.)* A more reasonable accounting, in my view, is that homosexuality is just like any other variation on sexuality, an instance of a pleasure system that was only broadly tuned (toward intimacy and contact) rather than narrowly focused (on procreation) by evolution, co-opted for a function other than the one to which it was strictly adapted. Through a mixture of genetics and experience, people can come to associate all manner of different things with pleasure, and proceed on that basis, t
The situation with sex is fairly typical. A substantial portion of our mental machinery seems to exist in order to assess reward (a proxy for pleasure), but virtually all of that machinery allows a broader range of options than might (from a gene's-eye view) be ideal. We see this with enjoyment of sugar — a hot fudge sundae just about always brings pleasure, whether we need the calories or not — but also with more modern compulsions, like addiction to the Internet. This compulsion presumably begins with an ancestral circuit that rewarded us for obtaining information. As the psychologist George Miller put it, we are all "informavores," and it's easy to see how ancestors who liked to gather facts might have outpropagated those who showed little interest in learning new things. But once
*The trouble is there's no evidence that all that good uncle-ing (for relatives that are only one-eighth genetically related) offsets the direct cost of failing to reproduce. Other popular adaptationist accounts of homosexuality include the Sneaky Male theory (favored by Richard Dawkins) and the Spare Uncle theory, by which an uncle who stays home from the hunt can fill in for a dad who doesn't make it home. 
flf homosexuality is a sort of evolutionary byproduct, rather than a direct product of natural selection, does that make it wrong to be gay? Not at all; the morality of sexuality should depend on consent, not evolutionary origin. Race is biological, religion is not, but we protect both. By the same token, I see pedophilia as immoral — not because it is not procreative but simply because one party in the equation is not mature enough to genuinely give consent; likewise, of course, for bestiality. 
again we have a system that hasn't been tuned precisely enough: it's one thing to get a kick from learning which herbs help cure open wounds, but another to get a kick from learning the latest on Angelina and Brad. We would probably all be better off if we were choosier about what information we sought, א la Sherlock Holmes, who notoriously didn't even know that the earth revolved around the sun. His theory, which we could perhaps learn from, goes like this:
A man's brain originally is like a little empty attic, and you have to stock it with such furniture as you choose. A fool takes in all the lumber of every sort that he comes across, so that the knowledge which might be useful to him gets crowded out, or at best is jumbled up with a lot of other things, so that he has a difficulty in laying his hands upon it.. . It is of the highest importance, therefore, not to have useless facts elbowing out the useful ones.
Alas, Sherlock Holmes is only fictional. Few people in the real world have information-gathering systems as disciplined or as finely tuned as his. Instead, for most of us, just about any information can drive our pleasure meters. Late at night, if I allow myself access to the Internet, I'm liable to click here (World War II), click there (Iwo Jima), and then mindlessly follow another link (Clint Eastwood), only to stumble on a fourth (Dirty Harry), rapidly chaining my way from topic to topic, with no clear destination in mind. Yet each tidbit brings me pleasure. I'm not a history scholar, I'm not a film critic; its unlikely that any of this information will ever come in handy. But I can't help it; I just like trivia, and my brain isn't wired precisely enough to make me more discriminating. Want to stop my web surfing? Go ahead, make my day.
Something similar happens in our eternal quest for control. Study after study has shown that a sense of control makes people feel happy. One classic study, for example, put people in a position of listening to a series of sudden and unpredictable noises, played at excruciatingly random intervals. Some subjects were led to believe that they could do something about it — press a button to stop the noise — but others were told that they were powerless. The empowered subjects were less stressed and more happy — even though they hardly ever actually pressed the button. (Elevator "door close" buttons work on a similar principle.) Again, there would be adaptive sense in a narrowly focused system: organisms that sought out environments in which they had a measure of control would outcompete those that left themselves entirely at the mercy of stronger forces. (Better, for example, to wade in a slowly moving stream than a full-on waterfall.) But in modern life, we trick the machinery that rewards us for a sense of accomplishment, spending hours and hours perfecting golf swings or learning how to create a perfect piece of pottery — without discernibly increasing the number or quality of our offspring.
More generally, modern life is full of what evolutionary psychologists call "hypernormal stimuli," stimuli so "perfect" they don't exist in the ordinary world: the anatomically impossible measurements of Barbie, the airbrushed sheen of a model's face, the fast, sensation-filled jump cuts of MTV, and the artificial synthesized drum beats of the nightclub. Such stimuli deliver a purer kick than anything could in the ancestral world. Video games are a perfect case in point; we enjoy them because of the sense of control they afford; we like them to the extent that we can succeed in the challenges they pose — and we cease to enjoy them the minute we lose that sense of a control. A game that doesn't seem fair doesn't seem fun, precisely because it doesn't yield a sense of mastery. Each new level of challenge is designed to intensify that kick. Video games aren't just about control; they are the distillation of control: hypernormal variations on the naturally rewarding process of skill learning, designed to deliver as frequently as possible the kick associated with mastery. If video games (produced by an industry racking up billions of dollars in sales each year) strike some people as more fun than life itself, genes be damned, it is precisely because the games have been designed to exploit the intrinsic imprecision of our mechanism for detecting pleasure.
In the final analysis, pleasure is an eclectic thing. We love information, physical contact, social contact, good food, fine wine, time with our pets, music, theater, dancing, fiction, skiing, skateboarding, and video games; sometimes we pay people money to get us drunk and make us laugh. The list is virtually endless. Some evolutionary psychologists have tried to ascribe adaptive benefits to many of these phenomena, as in Geoffrey Miller's suggestion that music evolved for the purpose of courtship. (Another popular hypothesis is that music evolved for the purpose of singing lullabies.) Miller's flagship example is Jimi Hendrix:
This rock guitarist extraordinaire died at the age of 27 in 1970, overdosing on the drugs he used to fire his musical imagination. His music output, three studio albums and hundreds of live concerts, did him no survival favours. But he did have sexual liaisons with hundreds of groupies, maintained parallel long-term relationships with at least two women, and fathered at least three children in the U.S., Germany, and Sweden. Under ancestral conditions before birth control, he would have fathered many more.
But none of these hypotheses is especially convincing. The sexual selection theory, for instance, predicts that males ought to have more musical talent than females, but even if teenage boys have been known to spend untold hours jamming in pursuit of the world's heaviest metal, there's no compelling evidence that males actually have greater musical talent.* There are thousands (or perhaps hundreds of thousands) of happily married women who devote their lives
*A11 this is with respect to humans. The bird world is a different story; there, males do most of the singing, and the connection to courtship is more direct. 
to playing, composing, and recording music. What's more, there's no particular reason to think that the alleged seducees (women, in Miller's account) derive any less pleasure from making music than do the alleged seducers, or that an appreciation of music is in any way tied to fertility. No doubt music can be used in the service of courtship, but the fact that a trait can be used in a particular way doesn't prove that it evolved for that purpose; likewise, of course, with lullabies.
Instead, many modern pleasures may emerge from the broadly tuned pleasure systems that we inherited from our ancestors. Although music as such — used for purposes of recreation, not mere identification (the way songbirds and cetaceans employ musical sounds) — is unique to humans, many or most of the cognitive mechanisms that underlie music are not. Just as much of language is built on brain circuits that are considerably ancient, there is good reason to think that music relies largely (though perhaps not entirely) on devices that we inherited from our premusical ancestors. Rhythmic production appears in rudimentary form in at least some apes (King Kong isn't alone in beating his chest), and the ability to differentiate pitch is even more widespread. Goldfish and pigeons have been trained to distinguish musical styles. Music likely also taps into the sort of pleasure we (and most apes) derive from social intimacy, the enjoyment we get from accurate predictions (as in the anticipation of rhythmic timing) and their juxtaposition with the unexpected,* and something rather more mundane, the "mere familiarity
* Music that is either purely predictable or completely unpredictable is generally considered unpleasant — tedious when it's too predictable, discordant when it's too unpredictable. Composers like John Cage have, of course played, with that balance, but few people derive the same pleasure from Cage's quasi-random ("aleatoric") compositions that they do from music with a more traditional balance between the predictable and the surprising — a fact that holds true in genres ranging from classical to jazz and rock. (The art of improvisation is to invent what in hindsight seems surprising yet inevitable.) 
effect" (mentioned earlier, in the context of belief). And in playing musical instruments (and in singing), we get a sense of mastery and control. When we listen to the blues, we do so, at least in part, so we won't feel alone; even the most angst-ridden teenager gets some pleasure in knowing that his or her pain is shared.
Forms of entertainment like music, movies, and video games might be thought of as what Steven Pinker calls "pleasure technologies" — cultural inventions that maximize the responses of our reward system. We enjoy such things not because they propagate our genes or because they conveyed specific advantages to our ancestors, but because they have been culturally selected for — precisely to the extent that they manage to tap into loopholes in our preexisting pleasure-seeking machinery.
The bottom line is this: our pleasure center consists not of some set of mechanisms perfectly tuned to promote the survival of the species, but a grab bag of crude mechanisms that are easily (and pleasurably) outwitted. Pleasure is only loosely correlated with what evolutionary biologists call "reproductive fitness" — and for that, we should be grateful.
Given how much we do to orient ourselves to the pursuit of pleasure, you'd expect us to be pretty good at assessing what's likely to make us happy and what's not. Here again, evolution holds some surprises.
A simple problem is that much of what makes us happy doesn't last long. Candy bars make us happy — for an instant — but we soon return to the state of mind we experienced before we had one. The same holds (or can hold) for sex, for movies, for television shows, and for rock concerts. Many of our most intense pleasures are shortlived.


But there's a deeper issue, which shows up in how we set our long-term goals; although we behave as if we want to maximize our long-term happiness, we frequently are remarkably poor at anticipating what will genuinely make us happy. As the psychologists Timothy Wilson and Daniel Gilbert have shown, predicting our own happiness can be a bit like forecasting the weather: a pretty inexact science. Their textbook case,* which should give pause to assistant professors everywhere, concerns the young faculty member's inevitable quest for tenure. Virtually every major U.S. institution promises to its finest, most successful young professors a lifetime of academic freedom and guaranteed employment. Slog through graduate school, a postdoc or two, and five or six years of defining your very own academic niche, and if you succeed (as measured by the length of your rיsumי), you will gain tenure and be set for life.
The flip slide (rarely mentioned) is the slog that fails. Five to ten years spent working on a Ph.D., the postdocs, the half-decade of teaching, unappreciative undergraduates, the interminable faculty meetings, the struggle for grant money — and for what? Without a publication record, you're out of a job. Any professor can tell you that tenure is fantastic, and not getting tenure is miserable.
Or so we believe. In reality, neither outcome makes nearly as much difference to overall happiness as people generally assume. People who get tenure tend to be relieved, and initially ecstatic, but their happiness doesn't linger; they soon move on to worrying about other things. By the same token, people who don't get tenure are indeed often initially miserable, but their misery is usually short-lived. Instead, after the initial shock, people generally adapt to their circumstances. Some realize that the academic rat race isn't for them; others start new careers that they actually enjoy more.
* Gilbert has another favorite example: children. Although most people anticipate that having children will increase their net happiness, studies show that people with children are actually less happy on average than those without. Although the highs ("Daddy I wuv you") may be spectacular, on a moment-by-moment basis, most of the time spent taking care of children is just plain work. "Objective" studies that ask people to rate how happy they are at random moments rank raising children — a task with clear adaptive advantage — somewhere between housework and television, well below sex and movies. Luckily, from the perspective of perpetuating the species, people tend to remember the intermittent high points better than the daily grind of diapers and chauffeur duty. 
Aspiring assistant professors who think that their future happiness hinges on getting tenure often fail to take into account one of the most deeply hard-wired properties of the mind: the tendency to get used to whatever's going on. The technical term for that is adaptation* For example, the sound of rumbling trucks outside your office may annoy you at first, but over time you learn to block it out
— that's adaptation. Similarly, we can adapt to even more serious annoyances, especially those that are predictable, which is why a boss who acts like a jerk every day can actually be less irritating than a boss who acts like a jerk less often, but at random intervals. As long as something is a constant, we can learn to live with it. Our circumstances do matter, but psychological adaptation means that they often matter less than we might expect.
This is true at both ends of the spectrum. Lottery winners get used to their newfound wealth, and others, people like the late Christopher Reeve, find ways of coping with circumstances most of us would find unimaginable. Don't get me wrong — I'd like to win the lottery and hope that I will never be seriously injured. But as a psychologist I know that winning the lottery wouldn't really change my life. Not only would I have to fend off all the long-lost "friends" who would come out of the woodwork, but also I'd face the inevitable fact of adaptation: the initial rush couldn't last because the brain won't allow it to.
The power of adaptation is one reason why money matters a lot less than most people think. According to literary legend, F. Scott Fitzgerald once said to Ernest Hemingway, "The rich are not like us." Hemingway allegedly brushed him off with the reply "Yes, they have more money," implying that wealth alone might make little difference. Hemingway was right. People above the poverty line are
*The psychological use of the term is, of course, distinct from the evolutionary use. In psychology, adaptation refers to the process of becoming accustomed to something such that it becomes familiar; in evolution, it refers to a trait that is selected over the space of evolutionary time. 


happier than people below the poverty line, but the truly wealthy aren't that much happier than the merely rich. One recent study, for example, showed that people making over $90,000 a year were no happier than those in the $50,ooo-$89,999 bracket. A recent New York Times article described a support group for multimillionaires. Another study reported that although average family income in Japan increased by a factor of five from 1958 to 1987, people's self-reports of happiness didn't change at all; all that extra income, but no extra happiness. Similar increases in the standard of living have occurred in the United States, again, with little effect on overall happiness. Study after study has shown that wealth predicts happiness only to a small degree. New material goods often bring tremendous initial pleasure, but we soon get used to them; that new Audi may be a blast to drive at first, but like any other vehicle, eventually it's just transportation.
Ironically, what really seems to matter is not absolute wealth, but relative income. Most people would rather make $70,000 at a job where their co-workers average $60,000 than $80,000 at a job where co-workers average $90,000. As a community's overall wealth increases, individual expectations expand; we don't just want to be rich, we want to be richer (than our neighbors). The net result is that many of us seem to be on a happiness treadmill, working harder and harder to maintain essentially the same level of happiness.
One of the most surprising things about happiness is just how poor we are at measuring it. It's not just that no brain scanner or dopamine counter can do a good job, but that we often just don't know — yet another hint of how klugey the whole apparatus of happiness really is.
Are you happy right now, at this very moment, reading this very book? Seriously, how would you rate the experience, on a scale of 1 ("I'd rather being doing the dishes") to 7 ("If this were any more fun, it would be illegal!")? You probably feel that you just "know" or can "intuit" the answer — that you can directly assess how happy you are, in the same way that you can determine whether you're too hot or too cold. But a number of studies suggest that our impression of direct intuition is an illusion.
Think back to that study of undergraduates who answered the question "How happy are you?" after first recounting their recent dating history. We're no different from them. Asking people about their overall happiness just after inquiring into the state of their marriage or their health has a similar effect. These studies tell us that people often don't really know how happy they are. Our subjective sense of happiness is, like so many of our beliefs, fluid, and greatly dependent on context.
Perhaps for that reason, the more we think about how we happy we are, the less happy we become. People who ruminate less upon their own circumstances tend to be happier than those who think about them more, just as Woody Allen implied in Annie Hall. When two attractive yet vacant-looking pedestrians walk by, Allen's character asks them to reveal the secret of their happiness. The woman answers first: "I'm very shallow and empty and I have no ideas and nothing interesting to say," to which her handsome boyfriend adds, "And I'm exactly the same way." The two stride gaily away. In other words, to paraphrase Mark Twain, dissecting our own happiness may be like dissecting frogs: both tend to die in the process.
Our lack of self-understanding may seem startling at first, but in hindsight it should scarcely seem surprising. Evolution doesn't "care" whether we understand our own internal operations, or even whether we are happy. Happiness, or more properly, the opportunity to pursue it, is little more than a motor that moves us. The happiness treadmill keeps us going: alive, reproducing, taking care of children, surviving for another day. Evolution didn't evolve us to be happy, it evolved us to pursue happiness.
In the battle between us and our genes, the kicker is this: to the extent that we see pleasure as a compass (albeit a flawed one) that tells us where we should be headed, and to the extent that we see happiness as a thermometer that tells us how we are doing, those instruments should, by rights, be instruments we cant fool with. Had our brains been built from scratch, the instruments that evaluated our mental state would no doubt behave a little like the meters electric companies use, which are instruments that we can inspect but not tinker with. No sensible person would buy a thermometer that displayed only the temperature that its owner wanted, rather than the actual temperature. But humans routinely try to outwit their instruments. Not just by seeking new ways of getting pleasure, but by lying to ourselves when we don't like what our happy-o-meter tells us. We "acquire" tastes (in an effort to override our pleasure compass), and, more significantly, when things aren't going well, we try to persuade ourselves that everything is fine. (We do the same thing with pain, every time we pop an Advil or an aspirin.)
Take, for example, your average undergraduate around the time I hand out grades. Students who get As are thrilled, they're happy, and they accept their grades with pleasure, even glee. People with C's are, as you might imagine, less enthusiastic, dwelling for the most part not on what they did wrong, but what / did wrong. (Question 27 on the exam wasn't fair, we never talked about that in class, and how could Professor Marcus have taken off three points for my answer to question 42?) Meanwhile, it never occurs to the keeners in the front that I might have mistakenly been too generous to them. This asymmetry reeks, of course, of motivated reasoning, but I don't mean to complain; I do the same thing, ranting and raving at reviewers who reject my papers, blessing (rather than questioning) the wisdom of those who accept them. Similarly, car accidents are never our fault — it's always the other guy.
Freud would have seen all this self-deception as an illustration of what he called "defense mechanisms"; I see it as motivated reasoning. Either way, examples like these exemplify our habit of trying to fool the thermometer. Why feel bad that we've done something wrong when we can so easily jiggle the thermometer? As Jeff Goldblum's character put it in The Big Chill "Rationalizations are more important than sex." "Ever go a week without a rationalization?" he asked.
We do our best to succeed, but if at first we don't succeed, we can always lie, dissemble, or rationalize. In keeping with this idea, most Westerners believe themselves to be smarter, fairer, more considerate, more dependable, and more creative than average. And — shades of Garrison Keillor's Lake Wobegon, where "the women are strong, the men are good looking, and all the children are above average" — we also convince ourselves that we are better-than-average drivers and have better-than-average health prospects. But you do the math: we can't all be above average. When Muhammad Ali said "I'm the greatest," he spoke the truth; the rest of us are probably just kidding ourselves (or at least our happy-o-meters).
Classic studies of a phenomenon called "cognitive dissonance" make the point in a different way.* Back in the late 1950s, Leon Festinger did a famous series of experiments in which he asked subjects (undergraduate students) to do tedious menial tasks (such as sticking a set of plain pegs into an plain board). Here's the rub: some subjects were paid well ($20, a lot of money in 1959), but others, poorly ($1). Afterward, all were asked how much they liked the task. People who were paid well typically confessed to being bored, but people who were paid only a dollar tended to delude themselves into thinking that putting all those pegs into little holes was fun. Evidently they didn't want to admit to themselves that they'd wasted their time. Once again, who's directing whom? Is happiness guiding
*The term cognitive dissonance has crossed over into popular culture, but its proper meaning hasn't. People use it informally to refer to any situation that's disturbing or unexpected. ("Dude, when he finds out we crashed his mother's car, he's going to be feeling some major cognitive dissonance.") The original use of the term refers to something less obvious, but far more interesting: the tension we feel when we realize (however dimly) that two or more of our beliefs are in conflict. 
us, or are we micromanaging our own guide? It's as if we paid a sherpa to guide us up a mountain — only to ignore him whenever he told us we were going in the wrong direction. In short, we do everything in our power to make ourselves happy and comfortable with the world, but we stand perfectly ready to lie to ourselves if the truth doesn't cooperate.
Our tendency toward self-deception can lead us to lie not just about ourselves but about others. The psychologist Melvyn Lerner, for example, identified what he called a "Belief in a Just World"; it feels better to live in a world that seems just than one that seems unjust. Taken to its extreme, that belief can lead people to do things that are downright deplorable, such as blaming innocent victims. Rape victims, for example, are sometimes perceived as if they are to blame, or "had it coming." Perhaps the apotheosis of this sort of behavior occurred during the Irish potato famine, when a rather objectionable English politician said that "the great evil with which we have to contend is not the physical evil of the famine, but the moral evil of the selfish, perverse, and turbulent character of the people." Blaming victims may allow us to cling to the happy notion that the world is just, but its moral costs are often considerable.
A robot that was more sensibly engineered might retain the capacity for deliberative reason but dispense with all the rationalization and self-deception. Such a robot would be aware of its present state but prepared, Buddha-like, to accept it, good or bad, with equanimity rather than agony, and thus choose to take actions based on reality rather than delusion.
In biological terms, the neurotransmitters that underlie emotion, such as dopamine and serotonin, are ancient, tracing their history at least to the first vertebrates and playing a pivotal role in the reflexive systems of animals including fish, birds, and even mammals. Humans, with our massive prefrontal cortex, add substantial reflective reasoning on top, and thus we find ourselves with an instrument-fooling kluge. Virtually every study of reasoned decision making locates this capacity in the prefrontal cortex; emotion is attributed to the limbic system (and oribitofrontal cortex). A spot known as the anterior cingulate, souped up in human beings and other great apes, seems to mediate between the two. Deliberative prefrontal thought is piled on top of automatic emotional feelings — it doesn't replace them. So we've wound up with a double-edged kluge: our id perpetually at war with our ego, short-term and long-term desires never at peace.
What's the best evidence for this split? Teenagers. Teenagers as a species seem almost pathologically driven by short-term rewards. They make unrealistic estimates of the attendant risks and pay little attention to long-term costs. Why? According to one recent study, the nucleus accumbens, which assesses reward, matures before the orbital frontal cortex, which guides long-term planning and deliberative reasoning. Thus teenagers may have an adult capacity to appreciate short-term gain, but only a child's capacity to recognize long-term risk.
Here again, evolutionary inertia takes precedence over sensible design. Ideally, our judicious system and our reflexive system would mature at comparable rates. But perhaps because of the dynamics of how genomes change, biology tends, on average, to put together the evolutionarily old before the evolutionarily new. The spine, for example, a structure that is shared by all vertebrates, develops before the toes, which evolved more recently. The same thing happens with the brain — the ancestral precedes the modern, which perhaps helps us understand why teens, almost literally, often don't know what to do with themselves. Pleasure, in the context of a system not yet fully wired, can be a dangerous thing. Pleasure giveth, and pleasure taketh away.
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TH I N GS FALL APART 
I can calculate the motion of heavenly bodies but not the madness of people.
— SIR ISAAC NEWTON 
ENGINEERS WOULD PROBABLY build kluges more often if it were not for one small fact: that which is clumsy is rarely reliable. Kluges are often (though not always) designed to last for a moment, not a lifetime. On Apollo 13, with time running out and the nearest factory 200,000 miles away, making a kluge was essential. But the fact that some clever NASA engineers managed to build a substitute air-filter adapter using duct tape and a sock doesn't mean that what they built was well built; the whole thing could have fallen apart at a moment's notice. Even kluges designed to last for a while — like vacuumed-powered windshield wipers — often have what engineers might call "narrow operating conditions." (You wanted those wipers to work uphill too?)
There can be little doubt that the human brain too is fragile, and not just because it routinely commits the cognitive errors we've already discussed, but also because it is deeply vulnerable both to minor malfunctions and even, in some cases, severe breakdown. The mildest malfunctions are what chess masters call blunders and a Norwegian friend of mine calls "brain farts" — momentary lapses of reason and attention that cause chagrin (d'Oh!) and the occasional traffic accident. We know better, but for a moment we just plain goof. Despite our best intentions, our brain just doesn't manage to do what we want it to. No one is immune to this. Even Tiger Woods occasionally misses an easy putt.
At the risk of stating the obvious, properly programmed computers simply don't make these kinds of transient blunders. My laptop has never, ever forgotten to "carry the one" in the midst of a complicated sum, nor (to my chagrin) has it "spaced out" and neglected to protect its queen during a game of chess. Eskimos don't really have 500 words for snow, but we English speakers sure have a lot of words for our cognitive short circuits: not just mistakes, blunders, and fingerfehlers (a hybrid of English and German that's popular among chess masters) but also goofs, gaffes, flubs, and boo-boos, along with slips, howlers, oversights, and lapses. Needless to say, we have plenty of opportunities to use this vocabulary.
The fact that even the best of us are prone to the occasional blunder illustrates something important about the neural hardware that runs our mental software: consistency just isn't our forte. Nearly everything we carbon-based units do runs some chance of error. Word-finding failures, moments of disorientation and forgetfulness, each in its own way points to the imperfection inherent in the nerve cells (neurons) from which brain circuits are made. If a foolish consistency is the hobgoblin of little minds, as the American writer Ralph Waldo Emerson (1803-1882) once said, a foolish inconsistency characterizes every single human mind. There's no guarantee that any person's mind will always fire on all cylinders.
Yet random gaffes and transient blunders are just a tiny piece of a larger, more serious puzzle: why do we humans so often fail to do what we set out to do, and what makes the mind so fragile that it can sometimes spiral out of control altogether?
Plenty of circumstances systematically increase the chance of making mental errors. The more that's on our mind, for example, the more likely we are to fall back on our primitive ancestral system. Bye-bye, prefrontal cortex, signature of the noble human mind; hello, animal instinct, short-sighted and reactive. People committed to eating in a healthful way are, for example, more likely to turn to junk if something else is on their mind. Laboratory studies show that as the demands on the brain, so-called cognitive load, increase, the ancestral system continues business as usual — while the more modern deliberative system gets left behind. Precisely when the cognitive chips are down, when we most need our more evolved (and theoretically sounder) faculties, they can let us down and leave us less judicious. When mentally (or emotionally) taxed, we become more prone to stereotyping, more egocentric, and more vulnerable to the pernicious effects of anchoring.
No system, of course, can cope with infinite demands, but if I had been hired to design this aspect of the mind, I would have started by letting the deliberative, "rational" system take priority, whenever time permits, favoring the rational over the reflexive where possible. In giving precedence instead to the ancestral reflexive system — not necessarily because it is better but simply because it is older — evolution has squandered some of our most valuable intellectual resources.
Whether we are under cognitive strain or not, another banal but systematic failure hampers our ability to meet mental goals: most of us — at one time or another — "space out." We have one thing that we nominally intend to accomplish (say, finishing a report before a deadline), and the next thing you know, our thoughts have wandered. An ideal creature would be endowed with an iron will, sticking, in all but the most serious emergencies, to carefully constructed goals. Humans, by contrast, are characteristically distractible, no matter what the task might be.
Even with the aid of Google, I can neither confirm nor deny the widespread rumor that one in four people is daydreaming about sex at any given moment,* but my hunch is that the number is not too far from the truth. According to a recent British survey, during office
* Another study, commissioned by a soap manufacturer, suggests that in the shower "men split their time daydreaming about sex (57 percent) and thinking about work (57 percent)." As Dave Barry put it on his blog, "This tells us two things: (1) Men lie to survey-takers. (2) Survey-takers do not always have a solid understanding of mathematics." 
meetings one in three office workers reportedly daydreams about sex. An economist quoted in the UK's Sunday Daily Times estimates that this daydreaming may cost the British economy about £7.8 billion annually.
If you're not the boss, statistics on daydreaming about sex might be amusing, but "zoning out," as it is known in the technical literature, is a real problem. For example, all told, nearly a 100,000 Americans a year die in accidents of various sorts (in motor vehicles or otherwise); if even a third of those tragedies are due to lapses of attention, mind wandering is one of the top ten leading causes of death.*
My computer never zones out while downloading my email, but I find my mind wandering all the time, and not just during faculty meetings; to my chagrin, this also happens during those rare moments when I have time for pleasure reading. Attention-deficit disorder (ADD) gets all the headlines, but in reality, nearly everyone periodically finds it hard to stay on task.
What explains our species-wide tendency to zone out — even, sometimes, in the midst of important things? My guess is that our inherent distractibility is one more consequence of the sloppy integration between an ancestral, reflexive set of goal-setting mechanisms (perhaps shared with all mammals) and our evolutionarily more recent deliberative system, which, clever as it may be, aren't always kept in the loop.
Even when we aren't zoning out, we are often chickening out: putting off till tomorrow what we really ought to do today. As the eighteenth-century lexicographer and essayist Samuel Johnson put it (some 200 years before the invention of video games), procrastination is "one of the general weaknesses, which in spite of the instruction of moralists,
*One recent NHTSA study suggests that fully 80 percent of fender-benders can be attributed to inattention. Among fatal car accidents, no firm numbers are available, but we know that about 40 percent are attributable to alcohol; among the remaining 60 percent involving sober drivers, inattention likely plays a major role. 
and the remonstrances of reason, prevail to a greater or less degree in every mind."
By one recent estimate, 80-95 percent of college students engage in procrastination, and two thirds of all students consider themselves to be (habitual) procrastinators. Another estimate says that 15-20 percent of all adults are chronically affected — and I can't help but wonder whether the rest are simply lying. Most people are troubled by procrastination; most characterize it as bad, harmful, and foolish. And most of us do it anyway.
It's hard to see how procrastination per se could be adaptive. The costs are often considerable, the benefits minuscule, and it wastes all the mental effort people put into making plans in the first place. Studies have shown that students who routinely procrastinate consistently get lower grades; businesses that miss deadlines due to the procrastination of their employees can sometimes lose millions of dollars. Yet many of us can't help ourselves. Why, when so little good comes of procrastinating, do we persist in doing it so much?
I for one hope someone figures out the answer, and soon, maybe even inventing a magic pill that can keep us on task. Too bad no one's gotten around to it just yet: tomorrow and tomorrow and tomorrow. In the meantime, the research that has been done suggests a diagnosis if not a solution: procrastination is, in words of one psychologist, the "quintessential self-regulatory failure." Nobody, of course, can at a given moment do all of the things that need to be done, but the essence of procrastination is the way in which we defer progress on our own most important goals.
The problem, of course, is not that we put things off, per se; if we need to buy groceries and do our taxes, we literally can't accomplish both at the same time. If we do one now, the other must wait. The problem is that we often postpone the things that need to get done in favor of others — watching television or playing video games
— that most decidedly don't need to get done. Procrastination is a sign of our inner kluge because it shows how our top-level goals (spend more time with the children, finish that novel) are routinely undermined by goals of considerably less priority (if catching up on the latest episodes of Desperate Housewives can be counted as a "goal" at all).
People need downtime and I don't begrudge them that, but procrastination does highlight a fundamental glitch in our cognitive "design": the gap between the machinery that sets our goals (offline) and the machinery that chooses (online, in the moment) which goals to follow.
The tasks most likely to tempt us to procrastinate generally meet two conditions: we don't enjoy doing them and we don't have to do them now. Given half a chance, we put off the aversive and savor the fun, often without considering the ultimate costs. Procrastination is, in short, the bastard child of future discounting (that tendency to devalue the future in relation to the present) and the use of pleasure as a quick-and-dirty compass.
We zone out, we chicken out, we deceive. To be human is to fight a lifelong uphill battle for self-control. Why? Because evolution left us clever enough to set reasonable goals but without the willpower to see them through.
Alas, zoning out and chickening out are among the least of our problems; the most serious are the psychological breakdowns that require professional help. From schizophrenia to obsessive-compulsive disorder and bipolar disorder (also called manic depression), nothing more clearly illustrates the vulnerability of the human mind than our susceptibility to chronic and severe mental disorders. What explains the madness of John Nash, the bipolar disorder of Vincent van Gogh and Virginia Woolf, the paranoia of Edgar Allan Poe, the obsessive-compulsive disorder of Howard Hughes, the depression that drove Ernest Hemingway, Jerzy Kosinski, Sylvia Plath, and Spalding Gray to suicide? Perhaps a quarter of all human beings at a given moment suffer from one clinical disorder or another. And, over the course of a lifetime, almost half the population will face bouts of one mental illness or another. Why is our mind so prone to breakdown?
Let's start with a fact that is well known but perhaps not fully appreciated. For the most part, mental disorders aren't random unprecedented anomalies, completely unique to the individuals who suffer from them. Rather, they comprise clusters of symptoms that recur again and again. When things fall apart mentally, they tend to do so in recognizable ways, what engineers sometimes call "known failure modes." A given make and model of a car, say, might have a fine engine but consistently suffer from electrical problems. The human mind is vulnerable to its own particular malfunctions, well documented enough to be classified in the human equivalent of Chilton's Auto Repair: the DSM-IV (short for Diagnostic and Statistical Manual of Mental Disorders, fourth edition; a fifth edition is scheduled for 2011).
To be sure, symptoms vary among individuals, both in severity and in number. Just as no two colds are exactly alike, no two people diagnosed with a given mental illness experience it in precisely the same way. Some people with depression, for example, are dysfunctional, and some aren't; some people with schizophrenia hear voices, and others don't.
And diagnosis remains an inexact science. There are a few disorders (such as multiple personality syndrome) whose very existence is controversial, and a few "conditions" used to be labeled as disorders but never should have been (such as homosexuality, removed from the DSM-III in 1973).* But by and large, there is an astonishing amount of consistency in the ways in which the human mind can break down, and certain symptoms, such as dysphoria (sadness), anxiety, panic, paranoia, delusions, obsessions, and unchecked aggression, recur again and again.
When we see the same basic patterns over and over, there has to
* In an earlier era, there was "the inability to achieve vaginal orgasm," "childhood masturbation disorder," and drapetomania, the inexplicable desire on the part of some slaves to run away, or what I like to think of as freedom sickness. 
be a reason for them. What is the mind, such that it breaks down in the ways that it does?
The standard tack in evolutionary psychiatry, the branch of evolutionary psychology that deals with mental disorders, is to explain particular disorders (or occasionally symptoms) in terms of hidden benefits.* We saw one example in the first chapter, the somewhat dubious suggestion that schizophrenia might have been selected for by natural selection because of a purported benefit that visions conveyed to tribal shamans, but there are many others. Agoraphobia has been viewed as a "potentially adaptive consequence of repeated panic attacks," and anxiety has been interpreted as a way of "altering our thinking, behavior, and physiology in advantageous ways." Depression, meanwhile, allegedly evolved as a way of allowing individuals to "accept defeat... and accommodate to what would otherwise be unacceptable low social rank."
If you're like me, you won't find these examples particularly compelling. Were schizophrenics really more likely than other people to become shamans? Were those who became shamans more successful than their non-schizophrenic counterparts in producing viable offspring? Even if they were, are shamans prevalent enough in history to explain why at least 1 in every 100 humans suffers from the disorder? The depression theory initially seems more promising; as the au
*Another strand of evolutionary psychology emphasizes the extent to which current environments differ from those of our ancestors. As Kurt Vonnegut Ir. (who before he became a novelist studied anthropology) put it, "It's obvious through the human experience that extended families and tribes are terribly important. We can do without an extended family as human beings about as easily as we do without vitamins or essential minerals." "Human beings will be happier," he wrote, "not when they cure cancer or get to Mars or eliminate racial prejudice or flush Lake Erie, but when they find ways to inhabit primitive communities again." I have great sympathy with this notion, but the stress of modern life is only a part of the story; as far as we can tell, mental disorders have been around for as long as humans have. Like virtually every aspect of mental life, mental illness depends on a mix of factors, some environmental, some biological. 
thors note, it might well be better for the low man on the totem pole to accede to the wishes of an alpha male than to fight a battle that can't be won. Furthermore, depression often does stem from people's sense that their status is lower, relative to some peer group. But does the rest of the social competition theory even fit the facts? Depression isn't usually about accepting defeat, it's about not accepting it. A friend of mine, we'll call him T., has been clinically depressed for years. He's not particularly low in social rank (he's actually a man of considerable accomplishment). Yet although there is nothing objectively wrong with his life, he doesn't accept it: he ruminates on it. Depression hasn't mobilized him to improve his life, nor to keep him out of trouble; instead, it's paralyzed him, and it's difficult to see how paralysis could be adaptive.
Of course, I don't mean to suggest that one dubious theory is enough to rule out an entire line of work; certainly some physical disorders convey benefits, and there may well be analogous cases of mental disorders. The classic example of a physical disorder with a clear corresponding benefit is the gene that is associated with sickle cell anemia. Having two copies of the gene is harmful, but having a single copy of the gene alongside a normal copy can significantly reduce one's chance of contracting malaria. In environments where malaria has been widespread (such as sub-Saharan Africa), the benefits outweigh the potential costs. And, accordingly, copies of such genes are far more widespread among people whose ancestors lived in parts of the world where malaria was prevalent.
But while some physical disorders do demonstrably bring about offsetting benefits, most probably don't, and, with the possible exception of sociopathy,* I don't think I've ever seen a case of mental ill
* Although sociopathy would be unlikely to spread through an entire population, it is not implausible that in a society in which most people were cooperative and trusting, a small number of sociopaths might survive and even thrive. Then again, at least in contemporary society, a fair number of sociopaths ultimately get caught and wind up in prison, with no further chance to reproduce and little opportunity to take care of offspring they might already have. 
ness offering advantages that might convincingly outweigh the costs. There are few, if any, concrete illustrations of offsetting advantages in mental illness, no mental sickle-cell anemia that demonstrably protects again "mental malaria." Depression, for example, doesn't ward off anxiety (in the way that a propensity for sickling protects from malaria) — it co-occurs with it. Most of the literature on the alleged virtues of mental disorders simply seems fanciful. All too often, I am reminded of Voltaire's Dr. Pangloss, who found adaptive virtue in everything: "Observe, for instance, the nose is formed for spectacles, therefore we wear spectacles. The legs are visibly designed for stockings, accordingly we wear stockings. Stones were made to be hewn and to construct castles."
It's true that many disorders have at least some compensation, but the reasoning is often backward. The fact that some disorders have some redeeming features doesn't mean that those features offset the costs, nor does it necessarily explain why those disorders evolved in the first place. What happy person would volunteer to take a hypothetical depressant — call it "anti-Prozac" or "inverse Zoloft" — in order to accrue the benefits that allegedly accompany depression?
At the very least, it seems plausible that some disorders (or symptoms) may appear not as direct adaptations, but simply from inadequate "design" or outright failure. Just as cars run out of gas, the brain can run out of (or run low on) neurotransmitters (or the molecules that traffic in them). We are born with coping mechanisms (or the capacity to acquire them), but nothing guarantees that those coping mechanisms will be all powerful or infallible. A bridge that can withstand winds of 100 miles per hour but not 200 doesn't collapse in gusts of 200 miles per hour because it is adaptive to fail in such strong winds; it falls apart because it was built to a lesser specification. Similarly, other disorders, especially those that are extremely rare, may result from little more than "genetic noise," random mutations that convey no advantage whatsoever.
Even if we set aside possibilities like sheer genetic noise, it is a fallacy to assume that if a mental illness persists in a population, it must convey an advantage. The bitter reality is that evolution doesn't "care" about our inner lives, only results. So long as people with disorders reproduce at reasonably high rates, deleterious genetic variants can and do persist in the species, without regard to the fact that they leave their bearers in considerable emotional pain.*
All this has been discussed in the professional literature, but another possibility has gotten almost no attention: could it be that some aspects of mental illness persist not because of any specific advantage, but simply because evolution couldn't readily build us in any other way?
Take, for example, anxiety. An evolutionary psychologist might tell you that anxiety is like pain: both exist to motivate their bearers into certain kinds of action. Maybe so, but does that mean that anxiety is an inevitable component of motivation, which we would expect to see in any well-functioning organism? Not at all — anxiety might have goaded some of our prelinguistic, pre-deliberative-reasoning ancestors into action, but that doesn't make it the right system for creatures like us, who do have the capacity to reason. Instead, if we humans were built from the ground up, anxiety might have no place at all: our higher-level reasoning capacities could handle planning by themselves. In a creature empowered to set and follow its own goals, it's not clear that anxiety would serve any useful function.
One could make a similar argument about the human need for self-esteem, social approval, and rank — collectively, the source of much psychological distress. Perhaps in any world we could imagine, it would be to most creatures' benefit to secure social approval, but it is not clear why a lack of social approval ought necessarily to result in emotional pain. Why not be like the Buddhist robots I conjured in
^Evolution is also flagrantly unconcerned with the lives of those past child-bearing age; genes that predispose people to Huntington's chorea or Alzheimer's disease could bear some hidden benefit, but the disorder could persist even if it didn't, simply because, as something that happens late in life, the bottom line of reproductive fitness isn't affected. 
the last chapter, always aware of (and responsive to) circumstances, but never troubled by them?
Science fiction? Who knows. What these thought experiments do tell us is that it is possible to imagine other ways in which creatures might live and breathe, and it's not clear that the disorders we see would inevitably evolve in those creatures.
What I am hinting at, of course, is this: the possibility that mental illness might stem, at least in part, from accidents of our evolutionary history. Consider, for example, our species-wide vulnerability to addiction, be it to cigarettes, alcohol, cocaine, sex, gambling, video games, chat rooms, or the Internet. Addiction can arise when short-term benefits appear subjectively enormous (as with heroin, often described as being better than sex), when long-term benefits appear subjectively small (to people otherwise depressed, who see themselves as having little to live for), or when the brain fails to properly compute the ratio between the two. (The latter seems to happen in some patients with lesions in the ventromedial prefrontal cortex, who evidently can detect costs and benefits but seem indifferent as to their ratio.) In each case, addiction can be thought of as a particular case of a general problem: our species-wide difficulty in balancing ancestral and modern systems of self-control.
To be sure, other factors are at work, such as the amount of pleasure a given individual gets from a given activity; some people get a kick out of gambling, and others would rather just save their pennies. Different people are vulnerable to different addictions, and to different degrees. But we are all at least somewhat at risk. Once the balance between long-term and short was left to a rather unprincipled tug-ofwar, humanity's vulnerability to addiction may have become all but inevitable.
If the split in our systems of self-control represents one kind of fault line in the human mind, confirmation bias and motivated reasoning combine to form another: the relative ease with which humans can lose touch with reality. When we "lose it" or "blow things out of proportion," we lose perspective, getting so angry, for example, that all traces of objectivity vanish. It's not one of our virtues, but it is a part of being human; we are clearly a hotheaded species.
That said, most of the time, most of us get over it; we may lose touch in the course of an argument, but ultimately we take a deep breath or get a good night's sleep, and move on. ("Yes, it was really lousy of you to stay out all night and not call, but I admit that when I said you never call I might have been exaggerating. Slightly." Or, as Christine Lavin once sang, "I'm sorry, forgive me, . . . but I'm still mad at you.")
What occasionally allows normal people to spiral out of control is a witch's brew of cognitive kluges: (1) the clumsy apparatus of self-control (which in the heat of the moment all too often gives the upper hand to our reflexive system); (2) the lunacy of confirmation bias (which convinces us that we are always right, or nearly so); (3) its evil twin, motivated reasoning (which leads us to protect our beliefs, even those beliefs that are dubious); and (4) the contextually driven nature of memory (such that when we're angry at someone, we tend to remember other things about them that have made us angry in the past). In short, this leaves "hot" systems dominating cool reason; carnage often ensues.
That same mix, minus whatever inhibitory mechanisms normal people use to calm down, may exacerbate, or maybe even spawn, several other aspects of mental illness. Take, for example, the common symptom of paranoia. Once someone starts down that path — for whatever reason, legitimate or otherwise — the person may never leave it, because paranoia begets paranoia. As the old saying puts it, even the paranoid have real enemies; for an organism with confirmation bias and the will to deny counterevidence (that is, motivated reasoning), all that is necessary is one true enemy, if that. The paranoid person notices and recalls evidence that confirms his or her paranoia, discounts evidence that contradicts it, and the cycle repeats itself.
Dיpressives too often lose touch with reality, but in different ways. Dיpressives don't generally hallucinate (as, for example, many schizophrenics do), but they often distort their perception of reality by fixating on the negative aspects of their lives — losses, mistakes, missed opportunities, and so forth — leading to what I call a "ruminative cycle," one of the most common symptoms of depression. An early, well-publicized set of reports suggested that dיpressives are more realistic than happy people, but today a more considered view is that dיpressives are disordered in part because they place undue focus on negative things, often creating a downward spiral that is difficult to escape. Mark Twain once wrote, in a rare but perceptive moment of seriousness, "Nothing that grieves us can be called little; by the eternal laws of proportion a child's loss of a doll and a king's loss of a crown are events of the same size." Much, if not all, depression may begin with the magnification of loss, which in turn may stem directly from the ways in which memory is driven by context. Sad memories stoke sadder memories, and those generate more that are sadder still. To a person who is depressed, every fresh insult confirms a fundamental view that life is unfair or not worth living. Contextual memory thus stokes the memory of past injustices. (Meanwhile, motivated reasoning often leads dיpressives to discount evidence that would contradict their general view about the sadness of life.) Without some measure of self-control or a capacity to shift focus, the cycle may persist.
Such feedback cycles may even contribute a bit to bipolar disorder, not only in the "down" moments but also even in the manic ("up") phases. According to Kay Redfield Jamison, a top-notch psychologist who has herself battled manic depression, when one has bipolar disorder,
there is a particular kind of pain, elation, loneliness, and terror
involved in this kind of madness . . . When you're high it's tre
mendous. The ideas and feelings are fast and frequent like shoot
ing stars .. . But, somewhere, this changes. The fast ideas are far
too fast, and there are far too many; overwhelming confusion re
places clarity... madness carves its own reality.
Without sufficient inherent capacity for cognitive and emotional control, a bipolar person in a manic state may spiral upward so far that he or she loses touch with reality. Jamison writes that in one of her early manic episodes she found herself "in that glorious illusion of high summer days, gliding, flying, now and again lurching through cloud banks and ethers, past stars, and across fields of ice crystals .. . I remember singing 'Fly Me to the Moon' as I swept past those of Saturn, and thinking myself terribly funny. I saw and experienced that which had been only in dreams, or fitful fragments of aspiration." Manic moods beget manic thoughts, and the spiral intensifies.
Even the delusions common to schizophrenia may be exacerbated by — though probably not initially caused by — the effects of motivated reasoning and contextual memory. Many a schizophrenic, for example, has come to believe that he is Jesus and has then constructed a whole world around that notion, presumably "enabled" in part by the twin forces of confirmation bias and motivated reasoning. The psychiatrist Milton Rokeach once brought together three such patients, each of whom believed himself to be the Son of the Holy Father. Rokeach's initial hope was that the three would recognize the inconsistency in their beliefs and each in turn would be dissuaded from his own delusions. Instead, the three patients simply became agitated. Each worked harder than ever to preserve his own delusions; each developed a different set of rationalizations. In a species that combines contextually driven memory with confirmation bias and a strong need to construct coherent-seeming life narratives, losing touch with reality may well be an occupational hazard.
Depression (and perhaps bipolar disorder) is probably also aggravated by another one of evolution's glitches: the degree to which we depend on the somewhat quirky apparatus of pleasure. As we saw in the previous chapter, long before sophisticated deliberative reasoning arose, our pre-hominid ancestors presumably set their goals primarily by following the compass of pleasure (and avoiding its antithesis, pain). Even though modern humans have more sophisticated machinery for setting goals, pleasure and plain probably still form the core of our goal-setting apparatus. In dיpressives, this may yield a kind of double-whammy; in addition to the immediate pain of depression, another symptom that often arises is paralysis. Why? Quite possibly because the internal compass of pleasure becomes nonresponsive, leaving sufferers with little motivation, nothing to steer toward. For an organism that kept its mood separate from its goals, the dysfunction often accompanying depression might simply not occur.


In short, many aspects of mental illness may be traced to, or at least intensified by, some of the quirks of our evolution: contextual memory, the distorting effects of confirmation bias and motivated reasoning, and the peculiar split in our systems of self-control. A fourth contributor may be our species' thirst for explanation, which often leads us to build stories out of a sparse set of facts. Just as a gambler may seek to "explain" every roll of the dice, people afflicted with schizophrenia may use the cognitive machinery of explanation to piece together voices and delusions. This is not to say that people with disorders aren't different from healthy folks, but rather that their disorders may well have their beginnings in neural vulnerabilities that we all share.
Perhaps it is no accident, then, that so much of the advice given by cognitive-behavioral therapists for treating depression consists of getting people to cope with ordinary human failures in reasoning. David Burns's well-known Feeling Good Handbook, for example, suggests that ten basic cognitive errors, such as "overgeneralization" and "personalization," are made by people who are anxious or depressed. Overgeneralization is the process of erroneously "seeing a single event as a part of a never-ending pattern of defeat"; personalization is the mistake of assuming that we (rather than external events) are responsible for anything bad that happens. Both errors probably stem in part from the human tendency to extrapolate excessively from small amounts of highly salient data. One setback does not a miserable life make, yet it's human to treat the latest, worst news as an omen, as if a whole life of cyclical ups and downs is negated by a single vivid disaster. Such misapprehensions might simply not exist in a species capable of assigning equal mental weight to confirming and disaffirming evidence.
I don't mean to say that depression (or any disorder) is purely a byproduct of limitations in our abilities to objectively evaluate data, but the clumsy mechanics of our klugey mind very likely lay some of the shaky groundwork.
If disorders extend from fault lines, they certainly move beyond them too. To the extent that genes clearly play a role in mental disorders, evolution is in some way — adaptively or otherwise — implicated. But our mental fault lines sometimes give rise to earthquakes, though at other times only tiny tremblors, scarcely felt. Evolution, however haphazard, can't possibly be the whole story. Most common mental disorders seem to depend on a genetic component, shaped by evolution — but also on environmental causes that are not well understood. If one identical twin has, say, schizophrenia, the other one is considerably more likely than average to also have it, but the so-called "concordance" percentage, the chance that one twin will have the disorder if the other does, is only about 50 percent. For that reason alone it would clearly be overreaching to ascribe every aspect of mental illness to the idiosyncrasies of evolution.
But at the same time, it seems safe to say that no intelligent and compassionate designer would have built the human mind to be quite as vulnerable as it is. Our mental fragility provides yet another reason to doubt that we are the product of deliberate design rather than chance and evolution.
Which brings us to one last question, perhaps the most important of all: if the mind is a kluge, is there anything can we do about it?
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TRUE WISDOM 
God grant me the serenity to accept the things I cannot change, courage to change the things I can, and wisdom to know the difference.
— REINHOLD NIEBUHR 
To know that one knows what one knows, and to know that one doesn't know what one doesn't know, there lies true wisdom.
— CONFUCIUS 
HUMAN BEINGS HAVE INTELLECTUAL skills of unparalleled power. We can talk, we can reason, we can dance, we can sing. We can debate politics and justice; we can work for the betterment not just of ourselves but our species. We can learn calculus and physics, we can invent, educate, and wax poetic. No other species comes close.
But not every advance has been to the good. The machinery of language and deliberative reason has led to enormous cultural and technological advances, but our brain, which developed over a billion years of pre-hominid ancestry, hasn't caught up. The bulk of our genetic material evolved before there was language, before there was explicit reasoning, and before creatures like us even existed. Plenty of rough spots remain.
In this book, we've discussed several bugs in our cognitive makeup: confirmation bias, mental contamination, anchoring, framing, inadequate self-control, the ruminative cycle, the focusing illusion, motivated reasoning, and false memory, not to mention absentmindedness, an ambiguous linguistic system, and vulnerability to mental disorders. Our memory, contextually driven as it is, is ill suited to many of the demands of modern life, and our self-control systems are almost hopelessly split. Our ancestral mechanisms were shaped in a different world, and our more modern deliberative mechanisms can't shake the influence of that past. In every domain we have considered, from memory to belief, choice, language, and pleasure, we have seen that a mind built largely through the progressive overlay of technologies is far from perfect. None of these aspects of human psychology would be expected from an intelligent designer; instead, the only reasonable way to interpret them is as relics, leftovers of evolution.
In a sense, the argument I have presented here is part of a long tradition. Gould's notion of remnants of history, a key inspiration for this book, goes back to Darwin, who started his legendary work The Descent of Man with a list of a dozen "useless, or nearly useless" features
— body hair, wisdom teeth, the vestigial tail bone known as the coccyx. Such quirks of nature were essential to Darwin's argument.
Yet imperfections of the mind have rarely been discussed in the context of evolution. Why should that be? My guess is that there are at least two reasons. The first, plain and simple, is that many of us just don't want human cognition to turn out to be less than perfect, either because it would be at odds with our beliefs (or fondest desires) or because it leads to a picture of humankind that we find unattractive. The latter factor arises with special force in scientific fields that try to characterize human behavior; the more we stubbornly deviate from rationality, the harder it is for mathematicians and economists to capture our choices in neat sets of equations.
A second factor may stem from the almost mystifying popularity of creationism, and its recent variant, intelligent design. Few theories are as well supported by evidence as the theory of evolution, yet a large portion of the general public refuses to accept it. To any scientist familiar with the facts — ranging from those garnered through the painstaking day-to-day studies of evolution in the contemporary Galapagos Islands (described in Jonathan Weiner's wonderful book The Beak of the Finch) to the details of molecular change emerging from the raft of recently completed genomes — this continued resistance to evolution seems absurd.* Since so much of it seems to come from people who have trouble accepting the notion that well-organized structure could have emerged without forethought, scientists often feel compelled to emphasize evolution's high points — the cases of well-organized structure that emerged through sheer chance.
Such emphasis has led to a great understanding of how a blind process like evolution can produce systems of tremendous beauty — but at the expense of an equally impassioned exploration of the illuminating power of imperfection. While there is nothing inherently wrong in examining nature's greatest hits, one can't possibly get a complete and balanced picture by looking only at the highlights.
The value of imperfections extends far beyond simple balance, however. Scientifically, every kluge contains a clue to our past; wherever there is a cumbersome solution, there is insight into how nature layered our brain together; it is no exaggeration to say that the history of evolution is a history of overlaid technologies, and kluges help expose the seams.
Every kluge also underscores what is fundamentally wrongheaded about creationism: the presumption that we are the product of an all-seeing entity. Creationists may hold on to the bitter end, but imperfection (unlike perfection) beggars the imagination. It's one thing to imagine an all-knowing engineer designing a perfect eyeball, another to imagine that engineer slacking off and building a half-baked spine.
There's a practical side too: investigations into human idiosyn
*It is sometimes said, pejoratively, that evolution is "just a theory," but this statement is true only in the technical sense of the word theory (that is, evolution is an explanation of data), not in the lay sense of being an idea about which there is reasonable doubt. 
crasy can provide a great deal of useful insight into the human condition; as they say in Alcoholics Anonymous, recognition is the first step. The more we can understand our clumsy nature, the more we can do something about it.
When we look at imperfections as a source of insight, the first thing to realize is that not every imperfection is worth fixing. I've long since come to terms with the fact that my calculator is better than I am at solving square roots, and I see little point in cheering for Garry Kasparov over his computer opponent, Deep Blue, in the world chess championships. If computers can't beat us now at chess and Trivial Pursuit, they will someday soon. John Henry's fin-de-siטcle Race Against the Machine was noble but, in hindsight, a lost cause. In many ways machines have (or eventually will have) the edge, and we might as well accept it. The German chemist Ernst Fischer mused that "as machines become more and more efficient and perfect, so it will become clear that imperfection is the greatness of man." A creature designed by an engineer might never know love, never enjoy art, never see the point of poetry. From the perspective of brute rationality, time spent making and appreciating art is time that could be "better" spent gathering nuts for winter. From my perspective, the arts are part of the joy of human existence. By all means, let us make poetry out of ambiguity, song and literature out of emotion and irrationality.
That said, not every quirk of human cognition ought to be celebrated. Poetry is good, but stereotyping, egocentrism, and our species-wide vulnerability to paranoia and depression are not. To accept everything that is inherent to our biological makeup would be to commit a version of the "naturalistic fallacy," confusing what is natural with what is good. The trick, obviously, is to sort through our cognitive idiosyncrasies and decide which are worth addressing and which are worth letting go (or even celebrating).
For example, it makes little sense to worry about ambiguity in everyday conversation because we can almost always use context and interaction to figure out what our conversational partners have in mind. It makes little sense to try to memorize the phone numbers of everyone we know because our memory just isn't built that way (and now we have cell phones to do that for us). For much of our daily business, our mind is more than sufficient. It generally keeps us well-fed, employed, away from obstacles, and out of harm's reach. As much as I envy the worry-free life of the average domesticated cat, I wouldn't trade my brain for Fluffy's for all the catnip in China.
But that doesn't mean that we can't, as thinkers, do even better. In that spirit, I offer, herewith, 13 suggestions, each founded on careful empirical research:
1. Whenever possible, consider alternative hypotheses. As we have seen, we humans are not in the habit of evaluating evidence in dispassionate and objective ways. One of the simplest things we can do to improve our capacity to think and reason is to discipline ourselves to consider alternative hypotheses. Something as simple as merely forcing ourselves to list alternatives can improve the reliability of reasoning.
One series of studies has shown the value of the simple maxim "Consider the opposite"; another set has shown the value of "counterfactual thinking" — contemplating what might have been or what could be, rather than focusing on what currently is.
The more we can reflect on ideas and possibilities other than those to which we are most attached, the better. As Robert Rubin (Bill Clinton's first treasury secretary) said, "Some people I've encountered in various phases of my career seem more certain about everything than I am about anything." Making the right choice often requires an understanding of the road not traveled as well as the road ultimately taken.
2. Reframe the question. Is that soap 99.4 percent pure or 0.6 percent toxic? Politicians, advertisers, and even our local supermarket staff routinely spin just about everything we hear, see, and read. Everything is presented to be as positive as possible. Our job — as consumers, voters, and citizens — must be to perpetually cast a skeptical eye and develop a habit of rethinking whatever we are asked. (Should I construe this "assisted suicide" legislation as an effort to protect people from murderous doctors or as a way of allowing folks to die with dignity? Should I think about the possibility of reducing my hours to part-time work as a pay cut or as an opportunity to spend more time with my kids?) If there's another way to think about a problem, do it. Contextual memory means that we are always swimming upstream: how we think about a question invariably shapes what we remember, and what we remember affects the answers we reach. Asking every question in more than one way is a powerful way to counter that bias.
3. Always remember that correlation does not entail causation. Believe it or not, if we look across the population of the United States, shoe size is highly correlated with general knowledge; people with bigger shoes tend to know more history and more geography than people with smaller shoes. But that doesn't mean buying bigger shoes will make you smarter, or even that having big feet makes you smart. This correlation, like so many others, seems more important than it really is because we have a natural tendency to confuse correlation with causation. The correlation I described is real, but the natural inference — that one factor must be causing the other — doesn't follow. In this example, the reason that the correlation holds is that the people with the littlest feet (and tiniest shoes) are our planet's newest visitors: infants and toddlers, human beings too young to have yet taken their first history class. We learn as we grow, but that doesn't mean that growing (per se) makes us learn.*
*Pop quiz: should we study the dictionary to make ourselves smarter? Maybe, maybe not: lots of websites promising to build vocabulary tell us that "people with bigger vocabularies are more successful," but is it the vocabulary that makes them successful, or some third factor, like intelligence or dedication, that leads to both success and a large vocabulary? 
4. Never forget the size of your sample. From medicine to baseball statistics, people often fail to take into account the amount of data they've used in drawing their conclusions. Any single event may be random, but recurrence of the same pattern over and again is less likely to be an accident. Mathematically speaking, the bigger the sample, the more reliable the estimate. That's why, on average, a poll of 2,000 people is a lot more reliable than a poll of 200 people, and seeing someone bat .400 (successfully getting a hit in 40 percent of their tries) over 10 baseball games doesn't mean nearly as much as seeing them bat .400 over a 162-game season.
As obvious as this fact is, it's easy to forget. The person who first formalized this notion, known as the law of large numbers, thought it was so obvious that "even the stupidest man knows [it] by some instinct of nature," yet people routinely ignore it. We can't help but search for "explanations" of patterns in our data, even in small samples (say, a handful of baseball games or a single day's stock market results) that may well reflect nothing more than random chance. Boomer hit .400 in the last ten games because "he's seeing the ball real well," never because (statistically speaking) a .300 hitter is likely to occasionally look like a .400 hitter for a few days. Stock market analysts do the same thing, tying every day's market moves to some particular fact of the news. "The market went up today because Acme Federated reported unexpectedly high fourth-quarter results." When was the last time you heard any analyst say "Actually, today's rise in the market was probably nothing more than a random fluctuation"?
Happily, psychologist Richard Nisbett has shown that ordinary folks can be taught to be more sensitive to the law of large numbers in less than half an hour.
5. Anticipate your own impulsivity and pre-commit. Odysseus tied himself to a mast to resist the temptations of the Sirens; we would all do well to learn from him. Compare, for example, the groceries we might choose a week in advance, with a well-rested stomach, to the junk we buy in the store when we are hungry. If we commit ourselves in advance to purchasing only what we've decided on in advance, we come home with a more healthful basket of groceries. "Christmas Clubs," which tie up money all year long for holiday shopping, are completely irrational from the perspective of an economist — why earmark money when liquidity is power? — but become completely sensible once we acknowledge our evolved limitations. Temptation is greatest when we can see it, so we are often better off in plans for the future than in impulses of the moment. The wise person acts accordingly.
6. Don't just set goals. Make contingency plans. It's often almost impossible for people to stick to vague goals like "I intend to lose weight" or "I plan to finish this article before the deadline." And simply making a goal more specific ("I plan to lose six pounds") is not enough. But research by the psychologist Peter Gollwitzer shows that by transforming goals into specific contingency plans — of the form "if X, then Y" (for example, "If I see French fries, then I will avoid them") — we can markedly increase the chance of success.
A recognition of our klugey nature can help explain why our late-evolved deliberative reasoning, grafted onto a reflexive, ancestral system, has limited access to the brain's steering wheel; instead, almost everything has to pass through the older ancestral, reflexive system. Specific contingency plans offer a way of working around that limitation by converting abstract goals into a format {if-then, basic to all reflexes) that our ancestral systems can understand. To the extent that we can speak the language of our older system, we increase our chances of achieving our goals.
7. Whenever possible, don't make important decisions when you are tired or have other things on your mind. Thinking while tired (or distracted) is not so different from driving while drinking. As we get tired, we rely more on our reflexive system, less on deliberative reasoning; ditto as we get distracted. One study, for example, showed that a healthful-minded consumer who is given a choice between a fruit salad and a chocolate cake becomes more likely to choose the cake when forced to remember a seven-digit number. If we want to reason by emotion alone, fine, but if we prefer rationality, it is important to create "winning conditions" — and that means, for important decisions, adequate rest and full concentration.
8. Always weigh benefits against costs. Sounds obvious, but it is not something that comes naturally to the human mind. People tend to find themselves in either a "prevention" frame of mind, emphasizing the costs of their actions (if I don't go, I'll waste the money I spent on concert tickets), or a "promotion" frame of mind, emphasizing the benefits (It'll be fun! Who cares if I'll be late for work in the morning?). Sound judgment obviously requires weighing both costs and benefits, but unless we are vigilant, our temperament and mood often stand in the way.
Pay special attention, by the way, to what some economists call "opportunity costs"; whenever you make an investment, financial or otherwise, ponder what else you might be doing instead. If you're doing one thing, you can't do another — a fact that we often forget. Say, for example, that people are trying to decide whether it makes sense to invest $100 million in public funds in a baseball stadium. That $100 million may well bring some benefits, but few people evaluate such projects in the context of what else that money might do, what opportunities (such as paying down the debt to reduce future interest payments or building three new elementary schools) must be foresworn in order to make that stadium happen. Because such costs don't come with a readily visible price tag, we often ignore them. On a personal level, taking opportunity costs into account means realizing that whenever we make a choice to do something, such as watch television, we are using time that could be spent in other ways, like cooking a nice meal or taking a bike ride with our kids.
9. Imagine that your decisions may be spot-checked. Research has shown that people who believe that they will have to justify their answers are less biased than people who don't. When we expect to be held accountable for our decisions, we tend to invest more cognitive effort and make correspondingly more sophisticated decisions, analyzing information in more detail.
For that matter (and no, I'm not making this up) office workers are more likely to pay for coffee from a communal coffee machine if the coffee machine is positioned under a poster featuring a pair of eyes — which somehow makes people feel that they are accountable
— than under a poster that has a picture of flowers.
10. Distance yourself. Buddhists tells us that everything seems more important in the moment, and for the most part, they're right. If an out-of-control car is bearing down on you, by all means, drop everything and focus all of your energies on the short-term goal of getting out of the way. But if I want to top off the meal with that chocolate cake, I should ask myself this: am I overvaluing my current goals (satisfying my sweet tooth) relative to my long-term goals (staying healthy)? It'll feel good now to send that email excoriating your boss, but next week you'll probably regret it.
Our mind is set up to ponder the near and the far in almost totally different ways, the near in concrete terms, the far in abstract terms. It's not always better to think in more distant terms; remember the last time you promised to do something six months hence, say, attend a charity event or volunteer at your child's school? Your promise probably seemed innocuous at the time but might have felt like an imposition when the date came to actually fulfill it. Whenever we can, we should ask, How will my future self feel about this decision? It pays to recognize the differences in how we treat the here and now versus the future, and try to use and balance both modes of thinking
— immediate and distant — so we won't fall prey to basing choices entirely on what happens to be in our mind in the immediate moment. (A fine corollary: wait awhile. If you still want it tomorrow, it may be important; if the need passes, it probably wasn't.) Empirical research shows that irrationality often dissipates with time, and complex decisions work best if given time to steep.
 Beware the vivid, the personal, and the anecdotal. This is another corollary to "distancing ourselves," also easier said than done. In earlier chapters we saw the relative temptation prompted by cookies that we can see versus cookies that we merely read about. An even more potent illustration might be Timothy Wilson's study of undergraduates and condom brands, which yielded a classic "do as I say, not as I do" result. Subjects in the experiment were given two sources of information, the results of a statistically robust study in Consumer Reports favoring condoms of Brand A and a single anecdotal tale (allegedly written by another student) recommending Brand B, on the grounds that a condom of Brand A had burst in the middle of intercourse, leading to considerable anxiety about possible pregnancy. Virtually all students agreed in principle that Consumer Reports would be more reliable and also that they would not want their friends to choose on the basis of anecdotal evidence. But when asked to choose for themselves, nearly a third (31 percent) still yielded to the vivid and anecdotal, and went with Brand B. Our four-legged ancestors perhaps couldn't help but pay attention to whatever seemed most colorful or dramatic; we have the luxury to take the time to reflect, and it behooves us to use it, compensating for our vulnerability to the vivid by giving special weight to the impersonal but scientific.
 Pick your spots. Decisions are psychologically, and even physically, costly, and it would be impossible to delay every decision until we had complete information and time to reflect on every contingency and counteralternative. The strategies I've given in this list are handy, but never forget the tale of Buridan's Ass, the donkey that starved to death while trying to choose between two equally attrac
tive, equally close patches of hay. Reserve your most careful decision making for the choices that matter most.
13. Try to be rational. This last suggestion may sound unbelievably trivial, on par with the world's most worthless stock market advice ("Buy low, sell high" — theoretically sound yet utterly useless). But reminding yourself to be rational is not as pointless as it sounds.
Recall, for example, "mortality salience," a phenomenon I described earlier in the chapter on belief: people who are led in passing to think about their own death tend to be harsher toward members of other groups. Simply telling them to consider their answers before responding and "to be as rational and analytic as possible" (instead of just answering with their "gut-level reactions") reduces the effect. Another recent study shows similar results.
One of the most important reasons why it just might help to tell yourself to be rational is that in so doing, you can, with practice, automatically prime yourself to use some of the other techniques I've just described (such as considering alternatives or holding yourself accountable for your decisions). Telling ourselves to be rational isn't, on its own, likely to be enough, but it might just help in tandem with the rest.
Every one of these suggestions is based on sound empirical studies of the limits of the human mind. Each, in its own way, addresses a different weakness in the human mind and each, in its own way, offers a technique for smoothing out some of the rough spots in our evolution.
With a properly nuanced understanding of the balance between the strengths and weaknesses of the human mind, we may have an opportunity to help not only ourselves but society. Consider, for example, our outmoded system of education, still primarily steeped in ideas from nineteenth-century pedagogy, with its outsized emphasis on memorization echoing the Industrial Revolution and Dickens's stern schoolmaster, Mr. Gradgrind: "Now, what I want is, Facts. Teach these boys and girls nothing but Facts .. . Plant nothing else, and root out everything else." But it scarcely does what education ought to do, which is to help our children learn how to fend for themselves. I doubt that such a heavy dose of memorization ever served a useful purpose, but in the age of Google, asking a child to memorize the state capital has long since outlived its usefulness.
Deanna Kuhn, a leading educational psychologist and author of the recent book Education for Thinking, presents a vignette that reminds me entirely too much of my own middle-school experience: a seventh-grader at a considerably above average school asked his (well-regarded) social studies teacher, "Why do we have to learn the names of all thirteen colonies?" The teacher's answer, delivered without hesitation, was "Well, we're going to learn all fifty states by June, so we might as well learn the first thirteen now." Clear evidence that the memorization cart has come before the educational horse. There is value, to be sure, in teaching children the history of their own country and — especially in light of increasing globalization — the world, but a memorized list of states casts no real light on history and leaves a student with no genuine skills for understanding (say) current events. The result, in the words of one researcher, is that
many students are unable to give evidence of more than a superficial understanding of the concepts and relationships that are fundamental to the subjects they have studied, or of an ability to apply the content knowledge they have acquired to real-world problems .. . it is possible to finish 12 or 13 years of public education in the United States without developing much competence as a thinker.
In the information age, children have no trouble finding information, but they have trouble interpreting it. The fact (discussed earlier) that we tend to believe first and ask questions later is truly dangerous in the era of the Internet — wherein anyone, even people with no credentials, can publish anything. Yet studies show that teenagers frequently take whatever they read on the Internet at face value. Most students only rarely or occasionally check to see who the author of a web page is, what the person's credentials are, or whether other sources validate the information in question. In the words of two Wellesley college researchers, "Students use the Net as a primary source of information, usually with little regard as to the accuracy of that information." The same is true for most adults; one Internet survey reported that "the average consumer paid far more attention to the superficial aspects of a [web] site, such as visual cues, than to its content. For example, nearly half of all consumers (or 46.1%) in the study assessed the credibility of sites based in part on the appeal of the overall visual design of a site, including layout, typography, font size, and color schemes."*
Which is exactly why we need schools and not just Wikipedia and an Internet connection. If we were naturally good thinkers, innately skeptical and balanced, schools would be superfluous.
But the truth is that without special training, our species is inherently gullible. Children are born into a world of "revealed truths," where they tend to accept what they are told as gospel truth. It takes work to get children to understand that often multiple opin
* Another study, conducted before the Web existed as such, pointed in the same direction. Educational psychologist David Perkins asked people with a high school or college education to evaluate social and political questions, such as "Does violence on television significantly increase the likelihood of violence in real life?" or "Would restoring the military draft significantly increase America's ability to influence world events?"; responses were evaluated in terms of their sophistication. How many times did people consider objections to their own arguments? How many different lines of argument did people consider? How well could people justify their main arguments? Most subjects settled for simplistic answers no matter how much the experimenters tried to push them — and the amount of education people had made surprisingly little difference. As Perkins put it, "Present educational practices do little to foster the development of informal reasoning skills." 
ions exist and that not everything they hear is true; it requires even more effort to get them to learn to evaluate conflicting evidence. Scientific reasoning is not something most people pick up naturally or automatically.
And, for that matter, we are not born knowing much about the inner operations of our brain and mind, least of all about our cognitive vulnerabilities. Scientists didn't even determine with certainty that the brain was the source of thinking until the seventeenth century. (Aristotle, for one, thought the purpose of the brain was to cool the blood, inferring this backward from the fact that large-brain humans were less "hot-blooded" than other creatures.) Without lessons, we are in no better position to understand how our mind works than how our digestive system works. Most us were never taught how to take notes, how to evaluate evidence, or what human beings are (and are not) naturally good at. Some people figure these things out on their own; some never do. I cannot recall a single high school class on informal argument, how to spot fallacies, or how to interpret statistics; it wasn't until college that anybody explained to me the relation between causation and correlation.
But that doesn't mean we couldn't teach such things. Studies in teaching so-called critical thinking skills are showing increasingly promising results, with lasting effects that can make a difference. Among the most impressive is a recent study founded on a curriculum known as "Philosophy for Children," which, as its name suggests, revolves around getting children to think about — and discuss
— philosophy. Not Plato and Aristotle, mind you, but stories written for children that are explicitly aimed at engaging children in philosophical issues. The central book in the curriculum, Harry Stottlemeier's Discovery (no relation to Harry Potter), begins with a section in which the eponymous Harry is asked to write an essay called "The Most Interesting Thing in the World." Harry, a boy after my own heart, chooses to write his on thinking: "To me, the most interesting thing in the whole world is thinking. I know that lots of other things are also very important and wonderful, like electricity, and magnetism and gravitation. But although we understand them, they can't understand us. So thinking must be something very special."
BCids of ages 10-12 who were exposed to a version of this curriculum for 16 months, for just an hour a week, showed significant gains in verbal intelligence, nonverbal intelligence, self-confidence, and independence.
Harry Stottlemeier's essay — and the "Philosophy for Children" curriculum — is really an example of what psychologists call metacognition, or knowing about knowing. By asking children to reflect on how they know what they know, we may significantly enhance their understanding of the world. Even a single course — call it "The Human Mind: A User's Guide" — could go a long way.
No such guide will give us the memory power to solve square roots in our head, but many of our cognitive peccadilloes are addressable: we can train ourselves to consider evidence in a more balanced way, to be sensitive to biases in our reasoning, and to make plans and choices in ways that better suit our own long-term goals. If we do — if we learn to recognize our limitations and address them head on — we just might outwit our inner kluge.
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134 Apes that beat their chests rhythmically: Fitch, 2005. Goldfish and pigeons trained to distinguish musical styles: Fitch, 2005.
184 Notes to Pages 137-147 
137 Coping ability in victims of accidents: Brickman et al, 1978; Linley & Joseph, 2004.
138 The relation between wealth and happiness: Kahneman et al., 2006. Happiness in Japan, 1958 to 1987: Easterlin, 1995. Happiness in the United States: Easterlin, 1995. Happiness and money: Layard, 2005. Relative income: Frank, 2001. The happiness (hedonic) treadmill: Brickman & Campbell, 1971.
139 Dates: Strack et al, 1988.
Marriages: Schwarz, 1991.
Health: Smith et al., 2006.
The more we think about how happy we are: Ariely et al., 2006.
Rumination: Lyubomirsky et al., 1998.
141 Smarter, fairer, more considerate, more dependable, more creative: Alicke et al., 1995; Brown, 1986; Dunning et al., 1989; Messick et al., 1985. Better drivers: Svenson, 1981. Better than average health: Kirscht et al., 1966. Cognitive dissonance: Festinger 8c Carlsmith, 1959.
142 Serotonin evolution: Allman, 1999.
Emotions across species: Ledoux, 1996.
143 Souped-up anterior cingulate: Allman et al., 2002. Anterior cingulate and conflict between cognitive systems: McClure et al., in press. Teenagers: Galvan et al., 2006. Evolutionary old before new: Finlay & Darlington, 1995.
7. THINGS FALL APART 
145 Eskimo words for snow: Pullum, 1991.
Neural noisiness: Montague, 2006.
Junk food and cognitive load: Shiv & Fedorikhin, 1999.
146 Deliberative systems left behind: Ferreira et al, 2006.
Stereotyping and cognitive load: Sherman, 2000.
Egocentrism and cognitive load: Epley et al, 2004.
Anchoring and cognitive load: Epley 8c Gilovich, 2006.
147 Daydreaming about sex: Howard, 2004.
Zoning out: Schooler et al., 2004.
Recent NHTSA study. http://www.nhtsa.dot.gov/staticfiles/DOT/NHTSA/
 NRD/Multimedia/PDFs/Crash%2oAvoidance/20o6/DriverInattention
.pdf.
Leading causes of death: Minino et al., 2002.
148 Costs of procrastination: Steel, 2007.
The "quintessential self-regulatory failure": Steel, 2007.
149 Lifetime prevalence of disorders: Kessler et al., 2005.
151 Vonnegut, tribes, and extended families: National Public Radio interview, January 23, 2006, http://www.npr.org/templates/story/story
 .php?storyId=5165342. Virtually every trait depends on a mix of factors, some environmental, some biological: Marcus, 2004; Plomin, 1997. Shamans and schizophrenia: Polimeni 8c Reiss, 2002. Agoraphobia: Nesse, 1997. Anxiety: Marks 8c Nesse, 1997. Depression: Price et al, 1997 Schizophrenia incidence: Goldner et al., 2002.
152 Malaria: Nesse 8c Williams, 1994.
Sociopathy: Mealey, 1995.
155 Cost-benefit and orbitofrontal damage: Bechara et al., 2000.
157 Depressive realism: Alloy 8c Abramson, 1979; Pacini, 1998.
Mood-congruent memory: Watkins et al., 1996. 160 Most mental disorders have a genetic component: Plomin et al., 2001.
8. TRUE WISDOM 
162 Imperfections of the mind rarely discussed: For three notable exceptions, see Clark, 1987; Linden, 2007; and Stitch (in press).
163 The Beak of the Finch: Weiner, 1994. Recently completed genomes: http://www.ensembl.org/index.html;
 Gregory, 2005.
165 Listing alternatives: Hoch, 1985; Koriat et al, 1980. Consider the opposite: Arkes, 1991; Larrick, 2004; Mussweiler et al., 2000. Counterfactual thinking: Galinsky 8c Moskowitz, 2000; Kray et al., 2006.
167 Sample size education: Nisbett et al., 1983.
i86 Notes to Pages 168-176 
168 Precommitment: Lynch & Zauberman, 2006.
Specific contingency plans: Gollwitzer 8c Sheeran, 2006. 169 Fruit salad versus cake, under cognitive load: Shiv 8c Fedorikhin, 1999. 170 Accountability: Tetlock, 1985.
Eyes and the honor system: Bateson et al., 2006. Distance and decision making: Liberman et al., 2002; Lynch 8c Zauberman, 2006.
171 Irrationality dissipating with time: Koehler, 1994.
Time to steep: Dijksterhuis 8c Nordgren, 2006.
Anecdotal data, against better judgment: Wilson 8c Brekke, 1994.
Psychological cost of decisions: Schwartz 8c Schwartz, 2004.
Physical cost of decisions: Gailliot et al., 2007.
172 Mortality salience and the effects of being told to "be rational": Simon et al., 1997. See also Epstein et al, 1992. Further evidence that admonitions to be rational might work: Ferreira et al, 2006.
173 Education for Thinking: Kuhn, 2005. Graduating without much competence as a thinker: Nickerson, 1988.
174 Taking the Internet at face value: Metzger et al., 2003. With little regard as to the accuracy: Graham 8c Metaxas, 2003. Credibility and visual design: Fogg et al, 2002. Unsophisticated evaluations of social and political issues: Perkins, 1985.
175 Facts, opinions, and evaluating competing evidence: Kuhn 8c Franklin, 2006. History of understanding the brain: Zimmer, 2004. The teachability of critical thinking skills: Solon, 2003; Williams et al., 2002; Moseley et al, 2004. Philosophy for children: Topping 8c Tricky, 2007. Harry Stottlemeiers Discovery: Lipman, 1970/1982.
176 Knowing about knowing: Metcalfe 8c Shimamura, 1994.
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